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ABSTRACT
In this paper, we present our method for Medico automatic polyp
segmentation challenge at MediaEval 2020. In our method, we
utilized the knowledge distillation technique to improve ResUNet++
which performs well on automatic polyp segmentation. In our
experiment, our proposedmodel called KD-ResUNet++ outperforms
ResUNet++ in terms of Jaccard index, Dice similarity coefficient,
and recall. Our best models achieved Jaccard index, Dice similarity
coefficient, and FPS of 0.6196, 0.7089, and 107.8797 respectively on
the official test dataset in the challenge.

1 INTRODUCTION
Automatic polyp segmentation is a challenging task due to vari-
ations in the shape and size of polyps. In this paper, we propose
KD-ResUNet++, which is based on the ResUNet++ architecture [9]
and knowledge distillation for Medico automatic polyp segmenta-
tion challenge at MediaEval 2020 [7]. Knowledge distillation is a
method to transfer knowledge from one architecture (e.g., teacher)
to another (e.g., student). In particular, we use self-knowledge dis-
tillation where teacher and student architectures are the same.

2 RELATE WORKS
2.1 ResUNet++
U-Net is a very popular deep learning architecture for biomedical
image segmentation. U-Net won the 2015 ISBI cell tracking chal-
lenge. ResUNet [14] is an improved U-Net architecture which takes
advantage of strengths from both the U-Net architecture and deep
residual learning. ResUNet++ [9] is an improved ResUNet architec-
ture that further takes advantage of attention blocks, Atrous Spatial
Pyramidal Pooling (ASPP), and squeeze and excitation blocks. As
being reported in [9], ResUNet++ shows the state-of-the-art perfor-
mance on automatic polyp segmentation.

2.2 Knowledge distillation
Knowledge distillation aims at transferring dark knowledge from a
teacher model such as wide [11] or deep [2, 10, 12], or an ensemble
of models [5] to a student model which is typically thin and small.
Trained in this way, the student model can mimic the behavior of
the teacher model such as class probability distribution to achieve
better performance than the model trained with hard labels inde-
pendently. Self-knowledge distillation refers to the special case
where the teacher and student architectures are the same. It has
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Figure 1: Our proposed KD-ResUNet++ architecture

been consistently reported [1, 4, 6, 13] that student models trained
with self-knowledge distillation show better performance than their
teacher models by significant margins in several language modeling
and computer vision tasks.

3 METHODS
In this section, the architecture of our proposed method for auto-
matic polyp segmentation is first presented. After that, we describe
the details of the key components in the following subsections. The
overall architecture of our proposed model is shown in Figure 1.
First, input images are augmented by the data augmentation mod-
ule. Second, augmented images are used as the input of both the
student model and the teacher model. Third, distillation loss be-
tween the output of the student model and the output of the teacher
model and the student loss between the output of the student model
and ground-truth label is calculated to train the student model.

3.1 Data augmentation
Deep learning models require a large amount of training data to
work effectively. However, the size of the provided colonoscopy
dataset is not very large. To solve this problem, data augmentation
can be used to make the relatively smaller dataset a large one. It is
reported that the performance of the deep learning model can be
improved by augmenting the existing data rather than collecting
new data. In our data augmentation step, we used 2 augmentation
strategies (rotation and horizontal flipping) to generate new train-
ing sets. The rotation operation used for data augmentation is done
by randomly rotating the input by 90 degrees zero or more times.
The rotation operation fills the area of rotated images where there
was no image pixel with black. In addition, we applied horizontal
flipping to each of the rotated images.
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Table 1: Results on validation set

Model Jaccard DSC Recall Precision
ResUNet++ 0.7342 0.8120 0.8260 0.8892

KD-ResUNet++ 0.7530 0.8310 0.8495 0.8701

Table 2: Official results on polyp segmentation task

Model Jaccard DSC Recall Precision
KD-ResUNet++ 0.6196 0.7089 0.7287 0.7914

Table 3: Official results on algorithm efficiency task

Model FPS Mean time taken
KD-ResUNet++ 107.8797 0.0093

3.2 Training with Self-knowledge distillation
In our proposed approach, we use self-knowledge distillation where
teacher network and student network are the same. We use Re-
sUNet++ for both teacher and student networks. In knowledge
distillation, the teacher network is first trained to transfer knowl-
edge to the student network. Also, the loss function consists of
1) the distillation loss and 2) the student loss. The distillation loss
𝐿𝑑𝑖𝑠𝑡 can be calculated using dice loss between the output of the
student model 𝑦𝑠 and the output of pre-trained teacher model 𝑦𝑡 ,
and the student loss 𝐿𝑠 can be calculated using dice loss between
the output of the student model 𝑦𝑠 and the ground-truth label 𝑦𝑡𝑟𝑢𝑒
as follows:

𝐿𝑑𝑖𝑠𝑡 = 1 − 𝐷𝑖𝑐𝑒 (𝑦𝑠 , 𝑦𝑡 ) (1)
𝐿𝑠 = 1 − 𝐷𝑖𝑐𝑒 (𝑦𝑠 , 𝑦𝑡𝑟𝑢𝑒 ) (2)

The total loss 𝐿𝑡𝑜𝑡𝑎𝑙 is then calculated as the joint of the distillation
and student losses as follows:

𝐿𝑡𝑜𝑡𝑎𝑙 = 0.1 ∗ 𝐿𝑑𝑖𝑠𝑡 + 𝐿𝑠 (3)

4 EXPERIMENTS AND RESULTS
4.1 Dataset
We trained our proposed model using the Kvasir-SEG dataset [8],
the benchmark dataset for the 2020 Medico automatic polyp seg-
mentation challenge. It consists of 1,000 polyp images and their cor-
responding ground truth masks annotated by expert endoscopists
from Oslo University Hospital, Norway.

4.2 Experimental Setting
The dataset is split into 88 % for learning the weights and 12 % for
validating the model during the training step. Before the training
step, we augment input images using our data augmentationmodule
described in Section 3.1 and converted the images to the size of
256×256 pixels. The validation set is only normalized. The learning
rate is set to 0.001. We use Adam as our optimizer.

Figure 2: Examples of three different segmentations pro-
duced by ResUNet++ and KD-ResUNet++

4.3 Results
Our results on the validation set are presented in Table 1. Also,
the official results on polyp segmentation and algorithm efficiency
tasks on the same test dataset are shown in Table 2 and Table 3,
respectively. Table 1 shows that ResUNet++ achieved slightly better
precision than KD-ResUNet++. However, KD-ResUNet++ outper-
forms ResUNet++ in terms of Jaccard index and Dice similarity
coefficient which is an important metric for semantic segmenta-
tion task. Table 1 shows that our proposed model outperforms
ResUNet++ in terms of Jaccard index, Dice similarity coefficient,
and recall. Table 2 and 3 show that our proposed model achieved
Jaccard index, Dice similarity coefficient, and FPS of 0.6196, 0.7089,
and 107.8797 respectively on the official test dataset. Besides, exam-
ples of three different segmentations produced by ResUNet++ and
KD-ResUNet++ are depicted in Figure 2. Figure 2 shows that the
result of KD-ResUNet++ are more similar with ground truth than
the result of ResUNet++.

5 CONCLUSION
In this paper, we presented KD-ResUNet++ for automatic polyp
segmentation. In our proposed framework, the data augmentation
technique is applied to input images. Also, we use self-knowledge
distillation where teacher and student networks are the same. We
use the ResUNet++ model for our student and teacher networks.
Our proposed model is evaluated on the validation set as well as the
official test set. Our experimental results show that our proposed
model outperforms ResUNet++ in terms of Jaccard index, Dice
similarity coefficient, and recall. These results indicate that our
proposed method can capture polyp segmentation boundary well
and could be potentially used in clinical settings. In the future, we
plan to use different knowledge types in our knowledge distillation.
Also, we plan to modify the ResUNet++ architecture to incorporate
the model pre-trained on a large image dataset (e.g., ImageNet [3])
to reduces the long training time which is normally required to
train deep learning model from scratch, and also to remove the
requirement of having a large training dataset.
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