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Abstract

Automatic meeting transcription has long been one of the common applications for natural language
processing methods. The quality of automatic meeting transcription for the cases of distant speech ac-
quired by a common audio recording device suffers from the negative effects of distant speech signal
attenuation, distortion imposed by reverberation and background noise pollution. Automatic meeting
transcription mainly involves the tasks of Automatic Speech Recognition (ASR) and speaker diariza-
tion. While state-of-the-art approaches to ASR are able to reach decent recognition quality on distant
speech, there still exists a lack of prominent speaker diarization methods for the distant speech case.
This paper studies a set of directional and qualitative features extracted from a dual microphone array
signal and evaluates their applicability to speaker diarization for the noisy distant speech case. These
features represent respectively the speaker spatial distribution and the intrinsic signal quality proper-
ties. Evaluation of the feature sets is performed on real life data acquired in babble noise conditions
by conducting several classification experiments aimed at distinguishing between utterances produced
by different conversation participants and between those produced by the background speakers. The
study shows that specific sets of features result in satisfying classification accuracy and can be further
investigated in experiments combining them with biometric and other types of properties.
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1. Introduction

Automatic meeting transcription has long been a common application for Natural Speech Pro-
cessing (NSP) methods [1, 2, 3, 4]. Automatic meeting transcription and meeting minutes log-
ging is a problem, which mainly employs methods of Automatic Speech Recognition (ASR) and
speaker identification and diarization [5]. The available commercial solutions to automatic
meeting transcription can be divided into two major groups: ones tending to close-talking
speech processing and ones tending to distant speech processing. Close-talking speech pro-
cessing implies speech acquisition with a close-talking microphone per each speaker. It tends
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to the scenarios where each speaker has a headset, lapel microphone, or any other type of per-
sonal audio recording device. Distant speech processing methods, on the other hand, tend to
the scenarios where one or several microphones are situated at a distance to all the attending
speakers and, thus, record a mixture of (occasionally overlapping) speech signals incoming
from different speakers and background noise incoming from a variety of sources.

Automatic meeting transcription solutions for close-talking speech are quite diverse with
several commercial solutions available on the market [6, 7, 1]. Close-talking speech process-
ing poses a significantly less complicated problem for automatic NSP methods if compared to
distant speech processing methods. Such, a condition that each attending speaker possesses a
personal audio recording device makes the task of speaker identification and diarization almost
a trivial one. Voice detection is performed in each independent channel separately and the lack
of effects caused by distance as attenuation and interference are negligible. Furthermore, the
quality of state-of-the-art methods for ASR perform on par with human perception levels for
close-talking speech [8, 7].

Distant speech processing, on the other hand, poses a greater problem for ASR and speaker
diarization [9]. The effects of speech signal mixing, signal attenuation due to distance, influ-
ence of interference and reverberation, noise pollution — all negatively affect ASR and speaker
diarization accuracy. While the state-of-the-art in ASR has reached decent recognition quality
on distant speech, there still exists a lack of prominent speaker diarization methods fitted for
the task. Part of the recent developments in the field of distant speaker diarization focuses on
applying both lexical [10, 11] and acoustic [12, 10] features for model training, usually based
on Artificial Neural Networks (ANN) [5]. Application of multichannel sound acquisition de-
vices (microphone arrays) also provides the opportunity to extract spatial features for different
sound sources [4, 9, 13]. Along with biometric profile extraction this tends to be a prominent di-
rection of research [14, 15]. Noise pollution remains the main concern for diarization systems,
specifically under babble noise produced by speakers not-of-interest situated nearby [16, 17].
Babble noise harshly affects diarization quality based on any type of feature, lexical or acoustic.

This paper considers a set of acoustic features extracted from an audio signal acquired by a
dual microphone array. The examined set of features consists of directional features, regarding
the spatial disposition of speakers, and signal quality features, regarding the amount of dis-
tortion in the signal, closeness to the microphone, estimated Signal to Noise Ratio (SNR) and
the T4y reverberation time. The applicability of features to the task of distant speaker diariza-
tion is evaluated by determining the classification accuracy of speaker utterances belonging
either to a target speaker among other active speakers or to the background speakers not-of-
interest. Thus the combination of spatial and qualitative acoustic features is aimed at reducing
the negative effects of babble noise on diarization quality.

2. Problem Formulation

The considered application of the method described in this paper consists of logging a conver-
sation between two parties of speakers situated on the two opposite sides of a desk or table.
Such a scenario rises, for example, in cases of an interview, negotiations, service provision,
or any other kind of meeting where such a disposition of parties is appropriate [1, 2]. The



audio recording device is placed in the middle of the desk or table between the two parties of
speakers. The recording device houses two microphones situated in a straight line parallel to
the speaker disposition, i.e., one of the two microphones is directed to one side of the desk
and the other — to the opposite side of the desk. The recording device is compact, with a dis-
tance between the two microphones measured in several centimeters. The two microphones
are sampled synchronously and thus form a dual microphone array.

The task of speaker diarization in the considered scenario consists of estimating the active
speaker party per each spoken word or phrase (utterance). If the conversation involves just
two active speakers, the distinction of utterances must be made between these two speakers; if
any party contains more than one active speaker, an entire party is considered as one speaker
[1]. This is allowed in our study as speaker biometric information is not included in the set of
examined features. In a more general case employing a greater amount of microphones and
involving speaker biometrics it should be possible to expand the dirization task for a more
general meeting scenario, where any number of speakers is situated anywhere around the
common audio recording device [2]. In this study we primarily address the problem of speaker
diarization in babble noise, i.e., a conversation where speakers not-of-interest are present near
the conversation area.

3. Applied Features and Methods

The examined features are extracted trough several methods consisting of conventional signal
processing and ANN based models. This section addresses these feature extraction methods.
Any operation is performed either on the temporal audio signal or its frequency domain repre-
sentation acquired through the Short-Time Fourier Transform (STFT). The dual channel signal
in the time domain is represented by a sequence of observation vectors x(t) = [x;(t), x,(t)] and
the STFT representation of the temporal signal is denoted as X(t, ) = [Xi(t, f), Xo(t, f)], where
t is the discrete time instance and f is the STFT frequency band.

3.1. Directional Features

The extracted directional features are based on the Time Difference of Arrival (TDOA) between
the two microphones. While the array is placed such, that one microphone is situated closer to
the speaker-of-interest that the other, the propagating acoustic waves reach the farthest micro-
phone with a specific delay, compared to the closest microphone. This delay defines the TDOA,
which in turn defines the direction to the sound source (speaker). We estimate the TDOA by ap-
plying Generalized Cross-Correlation with f-weighted Phase Transform (GCC-SPHAT) [18].
The GCC-BPHAT for a dual microphone array is defined by the following equation:

R12(t, T) - R < Xl(t’f)Xg(t>f) e—127rf‘r> , (1)
1X,(t, 1) X3 (8, )

where 7 is the time delay between two channels, |X;(t, f)X;(t, f)|ﬁ is the fPHAT coeflicient,
()" denotes the complex conjugate, and R(-) denotes the real part of a complex number. The
range of physically possible time delays between two microphones is defined as 7 € [-d/c, d/c],




where d is the distance between the two microphones and c is the speed of sound in air. The
TDOA for time instance ¢ is then defined as the time delay at which GCC-SPHAT reaches its
maximal value:

trpoa(t) = arg max (Ryz(2, 7)) . (2)

For a recognized utterance S = {X(t, f), ..., X(t2, f)} ranging in the interval t € [t;, ;] we
extract directional features in the following manner. The TDOA values corresponding to this
time interval 7 = {zrpoa(t1), ..., Trpoa(tz)} are split into two groups of positive and negative
values:

) = {zmoa(t) | Trpoalt) > €t € [, t2]},
) = {zrpoa(t) | Trpoa(t) < -6, t € [t1, 1]},

where € is a small positive number defining the TDOA ambiguity around zero. As the two
speakers or two speaker parties are situated on the opposite sides of the dual microphone
array (i.e., along the straight line connecting the two microphones), the TDOA values should
be either positive or negative depending on the side of the sound source. As any utterance may
include micro-pauses and noise instances, we extract the following directional features based
on TDOA:

3)

)Tw |,(—>‘
Fp = ﬁ,ﬁ,mean(r(”),mean(r(")),mean(f) : 4)
T T

where |-| denotes the cardinality of a set. As the set of TDOA values 7 may include both positive
and negative values due to noise pollution and pauses (silence), one simple feature of average
TDOA along 7 is not sufficient to represent the utterance. It should be addressed that if 7(*) or
70 have zero cardinality, the mean value is deemed zero:
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3.2. Qualitative Features

Directional features on their own are quite representative in an ideal case of absence of any
background noise. If noise and speech-not-of-interest are present in the signal, and the sources
of coherent noise (including background speakers) are situated in the vicinity of the conver-
sation desk or table, the quality of TDOA features may decrease due to masking effects. An
example of GCC-BPHAT (discussed in Subsection 3.1) value sequence corresponding to a con-
versation in noisy conditions with presence of babble noise is presented in Fig. 1. The figure
displays a GCC-SPHAT vector Ry,(t, 7) from equation (1) for each of the sequence of signal
STFT frames. Here the TDOA values corresponding to the actual conversation participants
are distributed at the spectral shift index of approximately 90 for one side of the desk and ap-
proximately —100 for the other. It can be noticed, that several other distributions exist: at the
spectral shift indices of approximately 100 to 200, -200 to —-100 and around 0. The first two
correspond to babble and other noise and the third one — to uncorrelated diffuse noise and in-
terference. This aspect would not pose a problem in close-talking applications and where ASR
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Figure 1: A sequence of GCC-SPHAT frames for a conversation recording. Darker color represents
higher GCC values.

would recognize only closest spoken utterances. Unfortunately, in distant speech processing
applications this is rarely the case, and phrases spoken in the vicinity of the target conversa-
tion are very often recognized by distant speech ASR systems. Explicitly gathering biometric
information for all detected speakers would remedy the situation, however, such an approach
involves a significant amount of manual manipulations and is not often feasible. We attempt
at distinguishing between closest speech of target speakers and farther speech of background
speakers by applying several signal quality metrics as features.

The first discussed signal quality metric is the signal Envelope-Variance (EV) [19]. It was
originally proposed for the purposes of blind channel selection in multi-microphone systems. It
involves calculating the Mel-frequency filterbank energy coefficients of STFT frames, similarly
to the process involved in Mel-frequency Cepstral Coefficient (MFCC) calculation [20]. The Mel
filterbank coefficients are denoted for an utterance as S = {Xel(t1, f)s --- » Xmel(f2, f) }, where f
are log frequencies in the Mel-scale. To remove the short term effects of different electric gains
and impulse responses of the microphones from the signal in each channel the mean value is
subtracted in the log domain from each sub-band as

o -Mel log XMe(t.f)~prynmtel (f)

Xi (tf)=e W (6)
where XMel(, f) is the Mel filterbank coefficient for microphone channel i € [1,2], t € [#, t];
the mean piyne (f) is estimated by a time average in each sub-band along the whole utterance.
After mean normalization, the sequence of Mel filterbank energies is compressed applying a
cube root function, and a variance measure is calculated for each sub-band and channel:

Vi(f) = var

3 ep]. )



The cube root compression function is preferred to the conventionally used logarithm, because
very small values in the silent portions of the utterance may lead to extremely large negative
values after the log operation, which would distort variance estimation. The EV metric is then
calculated for each signal channel across all sub-bands as

~ Vi(f)
EV; = ; m 8)

EV represents the degree of distortion in a signal; the EV value is higher in a signal channel,
where the degree of interference, imposed by distant signal distortion and reverberation, is
lower. Thus, the feature vector EV = {EV1,EV,} not only points to the channel with less dis-
torted speech (speaking party direction), but also gives highlight on the nature of the utterance
(either conversation participant, or background talker).

The second and third discussed quality metrics are the Cepstral Distance (CD) and the related
Covariance-weighted Cepstral Distance (WCD) [21]. CD is another metric of signal distortion
but computed in the cepstral domain, i.e., on the coefficients resulting from MFCC. Cepstrum-
based comparisons are equivalent to comparisons of the smoothed log spectra; in this domain
the reverberation effect can be viewed as additive. An utterance in the cepstral domain is
denoted by S = {c(t1, k), ..., c(f, k)}, where c(t, k) are the cepstral coefficients and k is the
coefficient index (so-called quefrency). For our application we define the distance for each
channel i as

p
A1) = Y (et k) - et K (9)
k=1

where ¢;(t, k) is the cepstral coefficient of ¢(t, k) for the i-th channel, ¢(¢, k) is the mean cepstral
coeflicient computed by taking the MFCC from the averaged signal along all channels, and p
is the number of cepstral coefficients. The mean coefficients contain the averaged close-talk
signal, and the average reverberation component. Let us assume that one microphone signal
is better than the others in terms of direct to reverberant ratio. The basic assumption is that
such a signal will be characterized by a larger distance from the mean cepstrum. Therefore,
from the set of distances d-"(t) between the mean cepstrum and all the available channels,
the least distorted channel can be selected as

M(t) = arg maxd; ™ (t). (10)

As an entire utterance can contain some number of coefficients corresponding to noise and
silence, we define the CD feature for each channel for the entire utterance as the ratio

'{M(t) | BI(t) = i}

‘{M(t)}‘ ’

where |{-}| denotes the cardinality of a set and ¢t € [t;, t;]. The feature vector for a dual channel
signal is then CD = {CD;, CD,}. The channel with less distortion will have a higher ratio value

CD; =

(11)



and the ratio difference between channels will be greater for close-talking utterances than for
the background ones.

The WCD features are obtained in a similar fashion as the CD features, with the only dif-
ference being the computation of equation (9). For WCD the k x k covariance matrix of the
cepstral distance vector is computed for each channel:

Vi) = cov [ci(t) - &(B)], (12)

and the covariance weights w;(t, k) are retrieved as the inverse of every k-th diagonal element
Uik of the covariance matrix V;(t). The WCD measure is then a weighted Euclidean distance
measure, where each individual cepstral component is variance-equalized by the weight:

p
dVER (1) = ) wilt k) (cilt, k) - &t k). (13)
k=1
The subsequent computations are equivalent to equations (10), (11). The WCD ratio for an
entire utterance for all channels is defined as WCD = {WCD;, WCD, }.

Other quality features include Root Mean Square (RMS) energy and common SNR and Ty
reverberation time estimates. Instant RMS is computed for each channel for each STFT frame

as

RMS;(t) =

where F; is the sampling rate and | X;(¢, f)| is the modulus of the complex spectrum. For an entire
utterance the RMS energy is computed as the average of instant values RMS; = mean(RMS;(?)),
for ¢t € [, tz]. And the RMS feature for all channels is RMS = {RMS;,RMS,}. The SNR and
To are estimated by a neural network based voice activity detector (NN VAD) integrated into
the the ASR system applied in this study [22]. For every detected and recognized utterance a
scalar estimate of the common SNR (dB) and T, (seconds), one for all channels, is provided.
The entire set of qualitative features thus consists of the following features per each utter-
ance:
Fo = {EV,CD, WCD, RMS, SNR, Ty} . (15)

3.3. Beamformed Features

Additionally to extracting features from the raw input signal we study the influence of features
extracted from the beamformed signal [18]. For this study we apply two types of simple beam-
frorming algorithms: Delay and Sum Beamforming (DSB) and Differential beamforming (DIF).
We intend to examine the influence on the features imposed by steering the dual channel signal
in two extreme directions along the linear array (i.e., in the directions to the two participants).
For this we apply beamforming in an endfire fashion.

The principle of DSB is expressed in the following equation:

Xos(t.f,7) = o (X(6.0) + (e, e ), (16)
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where e is the spectral shift operator at time delay r, the same as for equation (1). The

DIF beamformer, on the other hand, is defined as

Xom(t £ ) = 5 (X(8.) = Xt e 27) . (17)

As the frequency response of the DIF beamformer is significantly nonuniform, with the lower
frequencies being attenuated in the first half-lobe of the response, we apply an equalizer to the
lower frequencies before the cutting frequency of the first lobe f, = ¢/d (for the endfire case):

[sin (ﬂf%)]_l, f=f.
1, f>fe

The equalizer is then applied to all DIF beamformed frames as Xpir(t, f) <— Heq(f)XpIr(t, f)-

Applying beamforming in an endfire fashion means that the time delay is set to the two ex-
treme values r = {-d/c, d/c}. And so we obtain the two beamformed channels as Xpsp(t, f) =
[XpsB (t,f, -d/c), Xpss (t,f, d/c)] and XDIF(t’f) = [Xprr (t,f, -d/c), Xpir (t,f, d/c)]. As beam-
formed signals lose the initial phase information, they cannot be applied to directional feature
extraction. Thus they are applied to extract all the qualitative features excluding SNR and T,
as these are provided by NN VAD, which implies only raw signal input. These features are
thus: EV, CD, WCD, RMS. The sets of these features extracted on specific beamformed data are
denoted as Fpsg and Fprr.

Heq(f) = [ (18)

3.4. Extraction Procedure Review

The block diagram of the entire feature extraction procedure is presented in Fig. 2. The dual
channel signal in the figure denotes the signal interval of one recognized speech segment (ut-
terance). The SNR and Ty estimates are retrieved from this signal by the NN VAD [22], as
described in Subsection 3.2, and for the extraction of other features it is sufficient to perform
all the steps of MFCC separately, while extracting respective features on every intermediate
step. Thus, as described in Subsections 3.1, 3.2, after STFT the directional features and RMS are
extracted; after computing Mel filterbank energy coefficients the EV features are extracted; and
the CD and WCD features are extracted at the last stage of computing cepstral coefficients. The
signal is beamformed to additionally extract the features described in Subsection 3.3. This ap-
proach reduces the number of MFCC computation instances to just three (one, if beamformers
are not involved), which reduces feature extraction computational load.

4. Experimental Evaluation and Results

This section presents the experimental setup for data acquisition, feature classification ap-
proaches applied and discusses the feature evaluation results.
4.1. Experimental Setup and Data

The experiments are performed on a signal database of real life recordings of conversations
according to the scenario highlighted in Section 2. People were asked to take on their meetings
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Figure 2: Block diagram of the applied feature extraction procedure.

and discussions at a table with dimensions 2 x 1 meters in an open office space. No physical
boundaries were erected around the table, i.e., background speakers were able to move and
participate in their daily routine along both sides of the longer side of this table. Several desk
phones, a printer and an air conditioning unit were situated in the vicinity of the table. Private
discussions (2 participants) and working group meetings (3—6 participants) were taking place
at the table with the only restriction being that all the participants had to be seated along both
of the longer sides of the table. The dual microphone array with a inter-microphone distance
of d = 0.05 m was placed at the center of the table perpendicular to the longer side.

The resulting database contains conversations between people of both sexes in a noisy office
environment with ample babble noise. The audio signals are acquired in 16 bit PCM WAV files
with the sampling rate equal to 16 kHz. The reverberation time measured at the table equals
Tso = 450 — 500 ms. The meeting recordings were manually transcribed with assignment of
three distinct classes: person on the left, person on the right side of the table, background
speaker. Background speech was transcribed according to typical human hearing capabilities,
i.e.,, distant inaudible speech was not transcribed. Transcription resulted in 115,460 utterances,
which were selected in order to reach an approximately equal sample distribution between the
three classes.

4.2. Feature Classification

According to Section 3, the feature set comprises a directional feature vector Fp (4) of length 5,
a qualitative feature vector Fg (15) of length 10, and two qualitative feature vectors Fpsg, Fpir
extracted from DSB and DIF beamformed data, both of length 8. The entire feature set then
comprises 31 features. The according feature subsets are examined in specific combinations by
applying a classification procedure for three variations of target classes:

« 3 class: speaker right (sp1), speaker left (sp2), background speaker (bg);

« 2 class: any of the participant speakers (sp1&2), background speaker (bg);



Table 1
Feature classification results.

Feature set Classification accuracy (%) for classes
sp1,sp2, bg | sp(1&2), bg | sp1, sp2
TDOA 60.3 67.7 76.1
TDOA+Qual 78.2 85.2 89.9
TDOA+Qual+DSB 79.8 87.5 91.8
TDOA+Qual+DIF 79.7 87.6 93.0
All 81.2 87.7 93.2
Selected 80.8 87.8 93.5

+ 2 class: speaker right (sp1), speaker left (sp2).

For feature classification an ANN classifier is trained and tested on every examined subset of
features. For the first two variations of target classes all utterances from the database are used,;
for the last variation only participant utterances are used. The classifier is implemented in
tensorflow and consists of three layers: first dense layer, 80-200 neurons, ReLU activation;
second dense layer, 40-100 neurons, ReLU activation, third dense layer, softmax activation. The
number of neurons is experimentally selected to benefit classification of different feature sub-
sets. EarlyStopping and ReduceLROnPlateau are applied during training for monitoring
the validation loss.

Additionally feature selection is performed by applying Recursive Feature Elimination with
Cross-Validation (RFECV) from the sklearn package while iteratively training a classifier of
type GradientBoostingClassifier on combinations of features with elimination factor
equal to 1. As a result the selected feature set excludes 10 features without significant classifi-
cation accuracy loss.

4.3. Evaluation Results

The results of feature subset evaluation are presented in Table 1. It is evident from the table
that directional (TDOA) Fp features alone cannot distinguish between the 3 classes defined in
Subsection 4.2 beyond the margin of random choice. Futhermore, for the first two classification
problems the recall of class 3 (bg) is the lowest, which means that applying just TDOA features
does not provide near vs far speaker separation. Applying qualitative features, on the other
hand, significantly improves classification quality for all three classification tasks. The applica-
tion of beamformed data improves the quality just slightly and, therefore, may be superfluous
for limited resource solutions. Classification on the selected feature set, which incorporates 21
of 31 features (reduction by 32%), is on par with the accuracy over the entire feature set. This
implies that single features from all regarded subsets are redundant for the classification task
at hand. However, this may be the case for this specific dataset.

Generally, the discussed directional and qualitative features seem to be applicable for the
task of distinguishing between the participating speakers and background speakers. Qualita-
tive features significantly improve classification accuracy. The established feature set can be
considered for further investigation in combination with biometric and other types of features.



5. Conclusion

The paper regarded a set of directional and qualitative signal features for the task of speaker
diarization. The discussed feature set is proven to be applicable to the task of speaker utterance
classification for the distant speech processing case in office and babble noise conditions. The
feature set can be considered for further investigation along in combination with biometric and
other types of features.
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