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Abstract. Online textbooks with interactive content emerged as a pop-
ular medium for learning programming and other computer science top-
ics. While the textbook component supports acquisition of programming
concepts by reading, various types of “smart” interactive learning content
such as worked examples, code animations, Parson’s puzzles, and coding
problems allow students to immediately practice and master the newly
learned concepts. This paper attempts to automate the time-consuming
manual process of augmenting textbooks with “smart” interactive con-
tent. We introduce an ontology-based approach that can link fragment of
text with “smart” content activities, demonstrate its application to two
practical linking cases, and present the results of its pilot evaluation.

Keywords: electronic textbook · introductory programming · interac-
tive learning content.

1 Introduction

3 Electronic textbooks and various kinds of “smart” interactive systems such as
Intelligent Tutoring Systems (ITS) or virtual labs have been traditionally consid-
ered as two opposite ways to leverage the power of computers for human learning.
The research on electronic textbooks attempted to enhance learning-by-reading
supported by traditional textbooks by augmenting them with internal hyperlinks
[39], semantic references [3], links to external material [23], annotations [33, 48],
and even question answering [17]. In contrast, interactive learning tools focused
on supporting learning-by-doing by offering students a chance to solve problems
with an assistance of an intelligent tutor [8, 47], examine interactive worked
examples [34, 49], or explore simulations [36].

Gradually, the recognition of complementary nature of learning-by-reading
and learning-by-doing encouraged an increasing stream of research on integrat-
ing textbooks with interactive content [15]. This work has been most noticeable
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in computer science domain, such as learning programming languages, where
researchers and practitioners developed and explored a broad range of “smart”
interactive learning content [13] such as coding problems [20], interactive exam-
ples [49], Parson’s puzzles [37], and program visualizations [36]. Starting from
the early attempt to augment multimedia and Web-based programming textbook
with live problems [10], intelligent tutors [14], and interactive animations [11],
the research on programming textbooks with “smart” interactive content lead
to the development of modern online interactive textbooks that are used by
thousands of users [42, 21].

Yet, textbooks with “smart” interactive content are still a minority among
other types of learning tools due to considerable problems of integrating tra-
ditional text with “smart content”. While technical problems associated with
integration are being gradually addressed by modern interoperability standards,
the conceptual problems related to linking text with interactive content (which
interactive activity is the best match for a section or text?) are not yet resolved.
The current generation of interactive textbook is still developed by manual al-
location of interactive content developed by the textbook authors to textbook
sections. This approach has scaling problems and complicates the reuse of smart
learning content created by other authors. While approaches for automatic link-
ing of textbook sections with various types of text-based resources such as other
textbooks [23] of Wikipedia [3] have already been developed, automatic linking
of text and complex activities has not been attempted. In this paper we present
our first attempt to cross the border between text and smart interactive content
for learning computer programming. As a domain to explore linking text with
interactive content, programming domains offer one substantial advantage. A
well-structured nature of programming code associated with interactive content
makes it possible to extract knowledge components from the code in a scalable
way [26]. We introduce a novel ontology-based linking approach and demonstrate
its use to solve two types of automatic linking problems: augmenting textbook
sections with smart interactive content and extending topic-focusing collections
of smart content with relevant reading resources. We also present an attempt to
evaluate the quality of linking and discuss our experience.

2 Related work

Effective integration of various types of learning content and systems serving
it has been both an important practical problem and a long-standing research
challenge for the developers of educational software. On a more practical side,
several issues have been addresses with different degrees of success. For example,
we have a range of standard protocols for reliable identification of users across
multiple systems [27, 25, 40]. There is also a strong community support behind
standards for learning record stores aggregating educational data from external
sources [2, 30]. At the same time, several interoperability standards have strug-
gled to reach wider adoption despite initial promises [28, 1, 29]. From the research
perspective, the Artificial Intelligence in Education (AIED) community has ex-
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plored the problem of integration of intelligent and adaptive educational systems
on multiple levels, including distributed personalisation architectures [12, 45] and
centralised student modelling servers [31, 16], mapping domain models [43] and
educational ontologies [18]. Ultimately, the motivation for such integration is a
composition of a richer, more effective educational environments that can pro-
vide guided access to an assortment of educational content of different types
and enable deeper learning. Reading material is an integral component of such
educational setups as the main source of conceptual knowledge and potential
destination for reflective and remedial learning activity.

From the architecture perspective, there are two primary models for inte-
grating textbooks with smart interactive content:

– linking external interactive content into the relevant parts of a textbook;
– linking relevant fragments of a textbook into an existing interactive educa-

tion system;

The former method has been implemented in several successful system. For ex-
ample, the classic adaptive system for learning LISP - ELM-ART [14] - is or-
ganised as an electronic textbook augmented with training exercises. Students
reading the textbook can practice their knowledge, thus providing ELM-ART
with evidence for student modelling and adaptation. Another example of a sim-
ilar organisation is Runestone textbooks [21] augmented with several types of
interactive content including Parson’s puzzles. Examples of the second method
are less numerous. [44] describes OOPS - an adaptive service that recommends
relevant sections from a textbook to students solving self-assessment quizzes on
Java. It is worth noting that another important distinction of the OOPS ser-
vice is that it linked textbook sections to relevant quizzes and questions in an
automated way.

The automated linking of textbooks is another important stream of research.
However, we are not aware of other examples of automatic linking of textbooks to
smart interactive content besides OOPS. Most authors have looked into different
ways to either cross-link multiple textbooks within the same domain [23], or
integrate textbooks with external repositories of reading material [3, 35]. In this
paper, we seek to fill this gap by implementing a linking model between textbooks
and smart interactive programming content.

3 Systems

3.1 Intextbooks

The main platform used in our studies of linking textbooks with interactive con-
tent is the Intextbooks (Intelligent textbooks) system [4, 7]. Intextbooks consists
of two main components. The online component supports students’ interaction
with the online electronic textbooks (see Fig. 1), while the offline component
performs transformation of PDF textbooks into online interactive textbooks
through modeling and conversion to HTML. After extracting a knowledge model
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from a PDF textbook, it converts it into an HTML/CSS representation with a
fine-grained DOM (Document Object Model) enriched with semantic informa-
tion extracted from the content and formatting of the textbook. As a result, this
implementation is flexible in terms of potential interactivity as virtually any
textbook object (from a chapter to a keyword) can become an object of targeted
interaction.

The offline component extracts a semantic model of a textbook using a rule-
based system. Its ruleset captures common conventions and formatting guidelines
for textbook formatting, structuring, and organization. Such elements and tables
of contents and indices play a crucial role. More information can be found in [6].
Additionally, the domain terms extracted from the textbook index are linked to
DBpedia4 resources using a category of interest to indicate the primary domain
of the textbook. As a result, the model is enriched with additional semantic in-
formation [5]. Then, the knowledge model is serialized as an XML file using the
Text Encoding Initiative (TEI)5 and the textbook is converted into an HTML
representation. Finally, TEI and HTML representations are synchronized, mean-
ing all elements of the TEI model are connected to the DOM elements of the
HTML version of the textbook. The online Web-reader presents processed text-
books to students. Every time a student requests a textbook, the reader displays
the synchronized HTML representation of the textbook and supports various
interactions with it.

3.2 Python Programming Personalized Practice System

To assess the value of automatically extracting concepts from Python textbooks,
we also decided to explore linking the different sections of these books with
the learning units presented in the Python Personalized Programming Practice
System (P4), based on their conceptual similarity. P4 is an online personalized
system offering students in introductory Python programming courses to practice
their skills using several types of interactive learning materials. The system is
designed as a non-mandatory practice and self-assessment tool that each student
could use for individual needs. P4 was developed by using the Mastery Grids
system [22] as its core. Each topic within the Python course is represented by
a square cell in the top row (see top left in Fig. 2). Students can monitor their
progress by checking the color of the grid cells, i.e., the greener the cell the
more correct activities they have within that topic. For accessing the learning
materials on a specific topic, students have to click the corresponding topic
cell, which opens the learning activities selection section (see left center part in
Fig. 2). Several types of learning activities are presented here, all of them in a
different row, ranging from “Animated Examples” to “Parsons Problems”.

On top of it, personalized guidance is provided, based on a concept-level
model of student’s Python knowledge. The conceptual structure of the student
model is driven by an ontology of Python programming concepts 6 (from now on,

4 http://dbpedia.org
5 https://tei-c.org/
6 http://acos.cs.hut.fi/static/python-parser/ontology.png
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the Python ontology), which was homologically created by using a Java ontology
as a template [26]. The ontology is composed by leaf and inner nodes. A leaf
node represents a Python concept. Inner nodes are used as a hierarchy of classes
for the concepts.

The model is built by observing student behavior in the system and repre-
sents the probability of students knowing each Python concept. To make this
learner model “open” to the student, it is visualized as a bar chart on the bottom
part of the activity selection interface (see Fig. 2). Each bar depicts one con-
cept, and the height represents the estimated level of knowledge (i.e., the taller
it is, the more the estimation of knowledge). Based on these concept estimations,
P4 recommends the three learning activities that are more appropriate for the
student at that stage by following a specific learning goal (e.g., knowledge maxi-
mization or misconceptions’ remediation). Recommended learning materials are
highlighted with stars of different sizes within the interface (see Fig. 2).

3.3 Intextbooks/P4 integration

The research presented in this paper primarily benefits from the annotation of
the textbook’s content with domain terms in Intextbooks and the topic-concept-
activity model in P4. Each content unit (page, sub-chapter, chapter) is anno-
tated with its corresponding domain terms in the resulting knowledge models
for a textbook. When those domain terms are linked to the Python program-
ming concepts used in P4, two potential integrations are enabled: (1) learning
activities from P4 can be displayed along with the corresponding content units
in Intextbooks, and (2) content units from textbooks in Intextbooks can be
additional learning activities associated with the most appropriate topics in P4.

We present how this two-way integration for learning programming looks like
in each of the two systems. As a working example, we linked the content from
the “Python for Everybody” textbook [41] with the topics-concepts-activities in
P4. Specifically, we show the link between a sub-chapter from the textbook and
the “While Loops” topic (see Figures 1 and 2).

Figure 1 reflects the addition of learning activities associated with specific
sub-chapters in Intextbooks. Since each sub-chapter is annotated with domain
terms, learning activities from P4 that cover the same conceptual terms can be
included in Intextbooks. When a user is navigating a sub-chapter linked with one
or more learning activities, these are displayed as additional content (see top-
right panel on Fig. 1). The user can interact directly with the learning activities
without leaving the system.

Figure 2 shows how “Textbook readings” were added as an additional type
of learning activity (last row) in P4. When a “Textbook readings” cell is clicked,
P4 directs students to the Reading Mirror system [9] (online reading tool inte-
grated within P4), specifically focusing on the corresponding sub-chapter that
has been associated with the topic given the concepts it covers. In the same
way, as the other types of learning activities, “Textbook readings” are capable
of being recommended to students as well (specially when the concepts covered
were just introduced or need to be reinforced).
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Fig. 1. Integration of external learning activities as an additional content within In-
textbooks, given the automatic linkage between textbook domain terms and Python
programming concepts

Fig. 2. Integration of textbook sections as an additional learning material within P4,
given the automatic linkage between domain terms and Python programming concepts

4 Methodology

Our goal is to map the knowledge models extracted from Python textbooks to the
concepts and topics model available in the P4 system. This mapping will allow



Title Suppressed Due to Excessive Length 7

the interchanging of content from both models: (1) learning activities from P4

can be displayed directly in our Intextbooks system, and (2) sub-chapters from
the Python textbooks that present and discuss the topics used in P4 can be
displayed as an additional type of content. Our methodology for mapping both
models include three main steps and two sub-steps:

1. Knowledge model extraction and glossary unification
2. Glossary - ontology linking
3. Granular content linking

3.1. Textbook sub-chapters to P4

3.2. P4 learning activities to textbook sub-chapters

Figure 3 shows the elements from both systems (Intextbooks and P4) used
in the methodology. Each step is described in the following subsections.

4.1 Knowledge model extraction and glossary unification

The first step in our methodology is to extract the list of all the index terms
present in the Python textbooks to create a single unified glossary of terms to
be mapped with the Python ontology.

First, for each textbook, a knowledge model is extracted and enriched with
semantic information from DBpedia. For the enrichment process, the DBpedia
category Computer programming is used. Then, a glossary of index terms is
created for each textbook. Each term in the glossary has a preferred label (PF),
a set of alternative labels (AL), and an external concept (EC). The first one
corresponds to the ID of the term, the second to a set of alternative names for
the same term, and the last one, to an external concept from a different glossary
or ontology. For example, a glossary term is {PF: if statement; AL: statement
<> if; EC:- } (<> is used for hierarchical index terms). Initially, no term has
an external concept associated with it; this will be done in the next step. The
presented glossary term corresponds to the “id statement” and “statement <>
if” index terms from the “Python for Everybody” textbook [41].

Since two terms representing the same concept can be written differently,
we merge all glossaries to identify repeated terms. Terms that are identified as
the same are merged, keeping the individual terms as alternative labels. Be-
sides exact textual matching, three cases are handled: (1) different lexical forms
(e.g., branch and branches), (2) acronyms (e.g., API and APIs (Application
Programming Interfaces)), and (3) synonyms (e.g., Turing Completeness and
Turing complete programming language). The first case is handle by compar-
ing the terms using their stems (computed for each word using the snowball
stemming algorithm [38]). Secondly, acronyms are handled by first identifying
if an index term contains some text between parenthesis and then splitting the
term into two. Each part of the term is compared against the other terms. Fi-
nally, synonyms are handled with the help of DBpedia: terms that were linked
to the same DBpedia resource during the enrichment process are merged. Also,
we use the dbo:wikiPageRedirects property of the DBpedia resources, which
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Fig. 3. Elements from both Intextbooks and P4 used in the different steps of the
methodology

indicates synonyms, common misspellings, and acronyms to increase the match-
ing between the terms. The result of this step is one unified glossary with the
index terms from all the textbooks. The number 1 in Fig. 3 illustrates that the
unification of the different terms from the textbook forms the unified glossary.

4.2 Glossary - ontology linking

The next step in the methodology is to link the terms from the glossary to the
concepts in the Python ontology.

First, the concepts in the Python ontology are extracted. For each concept,
both the single name (e.g., while) and the compound name with the parent
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classes (e.g., while <> iteration statement <> statement <> python language
<> python) are retrieved. Then, a linking strategy is applied. First, glossary
terms are linked to the Python concepts using exact textual matching between
the different labels of the terms and the single name of the concepts. Then,
stemming is applied to find more matches. Third, a small list of abbreviations
is used. The list was created manually since the Python ontology uses some
abbreviated names (e.g. int and div) that appear with a full name in the glossary
(e.g., integer and division). Fourth, the parent classes of the Python concepts are
used. Since the class hierarchy in the Python ontology has a deeper granularity
than the names used in the textbooks, matches between a complete glossary
term and a partial compound concept name are accepted. For example, the
glossary term if statement is linked to the concept if <> selection statement <>
statement <> python language <> python since the term matches the concept’s
single name (if ) and one of its parent classes (statement). Finally, the glossary
terms that are not linked to any Python concept are compared to the inner
classes of the Python ontology (e.g., Boolean Expression) using the mentioned
strategies (textual matching, stemming, and synonyms). The result of this step
is that the linked glossary terms have a Python concept as an external concept
(e.g., {PF: if statement; AL: statement <> if, statement <> conditional; EC:
if }). The number 2 in Fig. 3 illustrates the linking between the terms in the
glossary and the concepts from the Python ontology used in P4.

4.3 Granular content linking

The final step is to linking the textbooks from Intextbooks with the learning
activities from P4.

Textbook sub-chapters to P4 First, a list of the concepts introduced in each
topic is extracted from P4. Then, for each textbook, the linked glossary terms
to Python concepts are used to get the individual index terms in the textbook
associated with the external concepts. After that, we get from the knowledge
models the sub-chapters associated with the index terms. Now, we have sub-
chapters mapped to index terms, index terms mapped to concepts, and concepts
mapped to topics. Finally, using the concepts as a bridge, we link each sub-
chapter to the topics in P4 where the Python concepts are introduced. This
sub-step in represented with the number 3.1 in Fig. 3.

P4 learning activities to textbook sub-chapters In P4, each learning ac-
tivity has a set of associated concepts, plus the topic where it is used. We first
extract this list of learning activities and compute the topics that are prereq-
uisites using the associated concepts and the topics where they are introduced.
Then, for each sub-chapter linked to a topic in P4, we select as candidates the
learning activities that belong to the same topic and have one of the concepts
associated with the sub-chapter. Then, we check that the topic prerequisites for
each learning activity have been introduced in other previous sub-chapters. If all
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the prerequisites are met, we create a sub-chapter-learning activity pair. This
sub-step is represented with the number 3.2 in Fig. 3.

5 Results

We applied our methodology using 5 different Python textbooks ([19, 24, 32, 41,
46]) and the mentioned Python ontology. In this section, we describe and analyze
the obtained data for each step of the methodology.

Knowledge model extraction and glossary unification After creating the
knowledge models for the textbooks, we got a variate number of index terms in
each one (817, 848, 834, 451, 1105), producing a total of 4055 different elements.
After merging the terms, we got a unified glossary with 3250 elements (a reduc-
tion of almost 20%). Additionally, when processing the Python ontology, we got
108 elements: 73 leaf concepts and 35 inner classes.

Glossary - ontology linking After linking the terms in the glossary to the
elements in the Python ontology, we got 53 instances. Some terms in the glossary
were linked to the same Python concept. Thirty-six concepts and ten classes from
the Python ontology were linked to the 53 terms in the glossary.

Granular content linking At the final step of the methodology, we got multi-
ple contents linked in both systems. First, 266 different index terms from the five
textbooks were linked to 217 concepts and 49 classes from the Python ontology.
Of those 266 terms, only 186 are linked to concepts used in P4, since not all
the Python concepts from the ontology are currently a part of the system. Us-
ing the linked index terms and the Python concepts, 245 different sub-chapters
from all the textbooks were mapped to the topics in P4. The number of linked
sub-chapters for each topic is as follows: 36 to ‘Variables and Operations’, 35 to
‘Boolean Expressions’, 12 to ‘If-Else’, 3 to ‘While Loops’, 19 to ‘For Loops’, 40
to ‘Functions’, 49 to ‘Lists’, 11 to ‘Dictionary’, 17 to ‘Strings’, 3 to ‘File Han-
dling’, 5 to ‘Exceptions’, and 15 to ‘Classes Objects’. Regarding linking learning
activities to sub-chapters, 2240 possible mappings were analyzed, from which
1790 fulfilled the prerequisite restrictions. If we only assign each learning activ-
ity once in the whole textbook, instead of to multiple sub-chapters, the average
of unique learning activities mapped per textbook is 67, from a total of 157
different activities available in P4.

General Analysis The obtained data shows that despite the small number of
glossary terms that are matched to Python concepts (53), the number of both
linked sub-chapters to topics (245) and the learning activities to sub-chapters
(1790) is promising. P4 can benefit from incorporating textual material explain-
ing the concepts used in each topic. Additionally, multiple textbooks enable
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more personalization: a student can select one or more textbooks to get the
textual material recommendations according to their preferences. Intextbooks
can present additional interactive content to the learners as they progress and
navigate throughout a textbook.

Currently, we link the same learning activity to all the fitting sub-chapters
within a textbook, which will cause problems if the textbook is read sequentially.
This approach has been used because Intextbooks could generate personalized
navigation paths for each student. Hence, it is helpful to have an extensive
mapping of learning activities. The system will need to be aware of this situation
and not display learning activities that have been seen already in previous sub-
chapters. Finally, the order of topics and the association of concepts to learning
activities in P4 allows the comparison of prerequisite-outcome relations with the
textbooks. As we found, the order of topics in four of the five textbooks was
similar to the one in P4. However, textbook [46] was an exception, producing no
links to learning activities since the required prerequisites were not introduced
before, or not at all, in the textbook. Since the purpose of the textbook was not
to teach Python but to use it for data science, the author assumes familiarity
with the language, resulting in fewer programming concepts being introduced.

6 Validation

In order to assess the automatic concept linking approach described above, two
domain experts with experience on teaching Python independently rated the
match quality (appropriateness) of the textbook sections conceptually linked to
each of the topics presented in the P4 system. The following rating schema was
used: 3 as a good match, 2 as a partial match, and 1 as a bad match. 55 sections
of the “Python for Everybody” textbook were automatically associated to one
of the 17 topics of the Python course. Note that the topical structure of that
Python course was defined by Python instructors from several universities, who
used P4 systems in to support Python practice in their courses. After the scoring,
the results were examined to determine possible causes for the discovered bad
matches. The examination revealed that a number of low matching scores were
produced by the sections titled as “Glossary” that were included in each chapter
rather than assembled at the end of the book in a more traditional way. The
nature of these sections make them poor independent learning resources since
they served as a reminder of already learned content. We decided to exlude these
sections from matching and evaluation.

After glossaries were removed, inter-reliability between raters was calculated.
using weighted Cohen’s Kappa. The resulting Kappa 0.63 is considered as mod-
erate inter-reliability. Given that raters did not have made ratings fully indepen-
dently and that they only had access to a very short and concise description of
the rating schema, this result is deemed as positive. The main disagreement was
registered in the topics of Boolean Expressions, and Lists/ Strings. The point of
disagreement here was that in the textbook some chapters introduce some con-
cepts blended together (e.g., boolean operators and if statement) while in the P4
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course they are clearly separated and taught one after another (i.e., first boolean
expressions, and then if-else). In terms of general mutual agreement, both raters
coincided in thinking that there was a good match in 45% of the textbook as-
sociations, a partial match in 12% of the cases and a bad match in 14% of the
total linkages. Considering the evaluations that lead to disagreement (29%), 17%
involved positive evaluations (either one of the two ratings as 3 or 2), while only
a 12% lead a bad rating for the match. Finally, in total, 74% of raters’ pairs of
evaluations were at least either partial or good matches, so we can conclude that
the automatic linking approach that we followed lead to acceptable good results
which can be used in the context of automatic integration of learning content.

7 Discussion and Future Work

In this paper we demonstrated that a two-way linking between textbook sections
and smart learning content items could be generated by automatic extraction of
concepts from programming textbooks using a combination of textbook meta-
data and different ontologies as underpinning tools for this task (e.g., DBPedia,
Python ontology). We consider our work as the first step to resolving the problem
of automatic linking and plan to continue research in this direction.

Given that the textbook concept extraction works by analyzing the textual
content, a natural next step would be exploring a more “fine-grained” associ-
ation of concepts, e.g., at a paragraph level rather than on section level. This
approach will enable us to recommend practice learning material to the users “in
context”, right after the student reads the corresponding lines where a concept
is introduced. In a similar way, given that the textual information presented in
the textbook generally focuses on presenting the concepts in an introductory
way, a more “fine-grained” association in terms of textual units will enable us
to recommend remedial reading when students fail in certain learning activities
which could reflect the learner’s misconception(s) on certain concept(s).

One potential problem of the proposed methodology is that the index terms
from the textbooks are not always a high-quality representation of a domain.
They can potentially suffer from high subjectivity, poor coverage and granular-
ity, lack of semantics, and ambiguity. For example, in one of the textbooks used,
the term “tuple” is used both to refer to the Python data type and a database
tuple. Another problem specific to the programming domain is how to differen-
tiate reserved keywords from natural language in the content accurately (e.g.,
for “if” or “or”). Finally, although the used knowledge models have been cre-
ated for different domains (statistics, history, computer science, literature, and
information retrieval [7]), the integration with other types of content than the
one used in this research is an exciting path to follow.

To more reliably assess the value of our current approach and its suggested
extensions, each linking approach and its interface implementation has to be
evaluated in classroom studies from the prospect of pedagogical usefulness and
quality of integration between online textbooks and online practice systems.
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