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Abstract  
The process of connecting enterprise systems and applications to digital platforms and 

ecosystems requires interoperability on different levels and eventually leads to the task of 

creating a schema mapping. At present, this task is carried out manually and prior research has 

proven this task difficult to automate. In this paper, we discuss the suitability of machine 

learning approaches to create an auto-mapping functionality, so different schemas and 

standards can (partially) be mapped automatically, and incorporate a symbiotic approach to 

improve the matching result. To the best of our knowledge, this is a new approach with 

potential to reduce the time needed for schema matching tasks. The main contribution of this 

paper is a reference architecture and prototype for smarter interoperability using a combination 

of automatic schema matching, based on machine learning, and intelligence amplification. 
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1. Introduction 

Research into schema matching mostly focusses on systems that can propose possible matches 

without human involvement [3]. At present this task is carried out manually, which is time consuming 

and error prone [3][12]. Moreover, automation is difficult because the exact semantics of the data are 

only completely understood by the designers of the schema, and not fully captured by the schema itself 

[18]. Many approaches cannot guarantee the correctness of the mappings, which could have a cascade 

effect and lead to further errors [16]. When accuracy is important, user intervention during the matching 

process becomes essential, and earlier research indicates that this intervention could significantly 

improve the matching result [16]. Intelligence Amplification (IA) has been gaining more prominence, 

but validated research in this area is still in its infancy [13]. In this paper, we present a reference 

architecture IA driven schema matching. This research is conducted based on the Design Science 

Research Methodology for Information Systems Research [2]. 

2. Related work 

Schema matching is a basic problem in many data-processing applications, such as data integration, 

data warehousing, and semantic query processing [3]. It aims at identifying semantic correspondences 

between metadata structures or models, such as database schemas or XML message definitions [20]. 

More precise, schema matching is the problem of pairing attributes from a source data model (from 

here on called schema) with attributes of a target schema such that paired attributes are likely to be 

semantically related [5]. Many approaches exist for schema matching and a taxonomy is provided by 
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[3]. A summary of methods developed prior to 2001 can be found in [3] and a general workflow of a 

schema matcher is described in [20]. A well-known example of a schema matcher is COMA [11]. 

COMA uses heuristics to combine the result of different matching algorithms to determine matching 

instances. A more recent advancement using machine learning is Yet Another Matcher (YAM) [12]. 

YAM is a schema matcher generator designed to create a tailor-made matcher when making a new 

mapping. Internally, YAM stores a repository of schemas (training data), classifiers, and similarity 

measures. When new schemas are presented, these are used to generate new matchers. Additional user 

preferences can be included by the user. 

The early days of automation started with the objective of examining which tasks could best be 

replaced by computers because the computer could do it better cheaper [6]. One of the research fields 

seeking to achieve this objective is the field of Artificial Intelligence (AI) [14]. The focus of AI is to 

replace human reasoning, which is not always possible [9]. IA takes a different view, in which the core 

idea is not to replace human tasks by computer tasks, but to see how tasks can best be allocated to 

humans, to computers, or to both of them [6] in order to enhance human decision-making and problem-

solving capabilities [1]. At present, there is no universally accepted definition for IA [1] [8] [9] [17]. 

We consider human empowerment as the raison d’être of IA, decision-making and problem-solving as 

main goals, where IA uses AI and symbiosis as means to achieve these goals. IA systems are 

computational systems performing some sort of intelligent decision making, based on cooperation 

provided by an ongoing dialogue between a human user and a computer system [10]. [7] investigated 

how information can effectively be shared between humans and machines. For this purpose, they 

propose the Proactive Autonomy Collaboration Toolkit (PACT) model. The PACT model has four 

primary elements: goals, work product, context, and information. 

3. Reference architecture 

Using the literature, we designed a reference architecture for IA-driven schema matching using the 

ArchiMate language [4] as shown in Figure 1. The business layer consists of three main functions of 

schema matching: create a mapping profile, refine (intermediate) mapping candidates, and generate a 

schema matcher. These functions are supported by application services of the IA system components: 

an Automapping Application, a Machine Learning Application, and a Software Agent. Following the 

PACT model, the process of creating a mapping profile starts with the user indicating the initial goals 

and preferences. Next, the user inputs schemas and data instances in the Automapping Application, 

assuming the ecosystem to which the user’s organization will connect has a known data schema. The 

application first performs a lookup in a repository and tries to clean the inputs. The user is involved, in 

deciding which option is best, or, when no option is presented, come up with an option by himself. The 

process steps for pre-processing can occur multiple times. Based on the pre-processing, a profile is 

created with a (partial) search space and similarity measures. The user is involved during pre-processing 

and profiling using IA and the initial goal is realized in a collaborative environment. After the data has 

been pre-processed and the profile is created, the Software Agent is invoked. When invoking the 

Software Agent, the (partial) search space is sent using web services of the Automapping Application, 

and of the Software Agent. 

Initially, the Machine Learning Application has the task to create, train and evaluate classifiers. 

When using machine learning, each pair of schema elements is considered to be a machine learning 

object, having as attributes the similarity values computed for a set of similarity measures attributed to 

these elements [12]. Compared to traditional machine learning, where user intervention is required 

afterwards, in this case active learning is required while the method is running [11]. The actions for 

generating candidate mappings can be repeated and are therefore iterative [13]. Following the PACT 

model, the initial, intermediate, and final (partial) search spaces, and candidate mapping are stored, and 

all actions and decisions are logged, so the machine learning model can be (re-)trained and learn from 

iterations. The Software Agent uses the web services provided by the Machine Learning Application to 

generate a list of candidate mappings which are presented to the user, who inspects, adjusts, and tests 

the results with the aim of refining the (intermediate) mapping candidates. The user can also opt for 

invoking the Software Agent, and let it select for which the user needs refinement. In this case, the 



process steps are repeated. This loop, involving the re-invocation the Software Agent, is what 

distinguishes the IA approach from other existing approaches [13].  

 

 



Figure 1: Reference architecture for IA driven schema matching 
 

Also note that visualization plays an important role at this point. Presenting all schema matching 

correspondences to a user at once could be overwhelming and difficult to comprehend by the user, as 

they become frustrated scrolling through all the false positives [13]. Completing the mapping is a task 

that is both time consuming and cognitively demanding [13]. Explaining the reason why a specific 

mapping suggested by the Software agent is an important feature supporting the user, but where many 

approaches fall short still [13] [15]. Eventually, the winning mapping candidate is used to generate a 

schema matcher. 

4. Prototype 

Using the reference architecture, we developed a prototype of the Automapping Application. It was 

built using eMagiz [21] and uses the Machine Learning library provided by Microsoft [22] due to its’ 

ease of use and implementation. We first focused on a solution that can automatically suggest mappings, 

and visually present the results to the user as shown in Figure 2. The involvement of the user only 

occurred at the end of the process, with the aim of refining the results. We tested the classifiers which 

are available and found that the best results can be achieved by using a neural network We created a 

training set by extracting existing mapping results from the mapping repository in eMagiz. Since these 

mappings are used in operational integrations, we consider them to be a reliable, expert verified, set. 

We trained the neural network to predict candidate mappings and labeled each pair instance with (1) if 

it has been mapped, and with (0), otherwise. This reduces the training set of 2.354.498 records to 19.486 

records labelled with (1). When a user invokes the auto mapper, the same steps are followed, and the 

classifier is used to predict the label and the user is then presented with new mappings. 

 

 
Figure 2: Prototype of the Automapping Application in eMagiz 

5. Discussion 

Our reference architecture provides a starting point, and a set of guidelines for developing smarter 

interoperability applications based on schema matching automation, the concepts of IA, and machine 

learning. We tried to incorporate the essence of existing architectures, but they are scarce and do not 

provide a complete solution for the problem we address. Therefore, the reference architecture is kept at 



high abstraction since exact steps that need to be taken vary for each schema matching scenario. 

Preliminary results of the first design and development cycle are encouraging but require thorough 

validation. In the pre-processing stage, further research is needed to investigate which pre-processing 

steps work well and how to efficiently employ the user in the process. We believe that more attention 

in the pre-processing stage will be beneficial to this end. This has also been suggested in the literature. 

Combining multiple approaches in one matching solution, also referred to as hybrid matchers, could 

also lead to further improvements. 

The developed prototype demonstrated that it is possible to develop an IA-driven approach to 

schema matching. The developed prototype however has several limitations and needs further 

development and testing. At this moment, entities are not taken into account. Mapping entities not only 

aids the completeness but may also improve results. Furthermore, we only lower the upper cases, but 

performance could be aided further, for example by using thesauri. Presenting the results and guiding 

the user with visualizations needs future work. The use of an active classifier, which can ask the user 

more information at runtime, is expected to be beneficial to explore improvements. Currently, we do 

not use the scored probability values generated. In a future version, candidate mappings can be 

presented to the user by giving them an option to adjust the threshold for various metrics. This allows 

the user to adjust the thresholds and see the impact of these changes immediately. The user is then able 

to select the best criteria for a given scenario. When a user is satisfied with a set of candidate mappings, 

he accepts them and goes to the stage of refinement. 

Future research, prototyping and software development will be incorporated in the Platform 

Architecture for Industry 4.0 Driven Intelligence Amplification in Logistics [19]. 
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