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Abstract  
The high rates of development of information technologies today have led to the fact that 

large amounts of information have been accumulated in various databases. The issue of 

separating more informative data from less informative data for further analysis and use is 

important. This determines the relevance of the study. As a result of the study, methods for 

assessing the informativeness of signs for medical data were analyzed. The Kullback method 

was chosen as the most appropriate method for medical data. On the basis of the Kullback 

method, a model for assessing the information content was built and a software package was 

implemented. For the experimental study, data from 303 patients and 13 features were used. 

The information content was calculated for various groups of cardiac data. We got that the 

following signs are the most informative: thal, chest pain type, colored vessels, angina, age. 

The Kullback method is used to determine the informativeness of a feature that is involved in 

the recognition of two classes of objects. Also, comparisons of the Kullback method with 

other methods for assessing the informativeness of features are made.  
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1. Introduction 

Many modern medical institutions have information systems for storing various medical data on 

the health of patients, used by doctors to recognize (diagnose) pathological processes [1-2]. The use 

of modern information technologies in medicine contributes to the accumulation of huge volumes of 

medical data stored and processed using medical information systems [3]. This data includes medical 

knowledge that can be extracted and used to make decisions, for example, in the recognition 

(diagnosis) of pathological processes [4]. Over the past year, with the COVID-19 pandemic, public 

health digitalization has become even more important. Information systems are used to analyze and 

predict epidemic processes [5-7], make decisions regarding diagnostics [8-9], development of 

recommendation systems [10], study pathogens [11], train medical personnel [12] and their 

management [13-14]. When analyzing medical data, identifying patterns in these data and extracting 

them, one has to face the problem of dimensionality. the dimension of the stored data, which is 

determined by the number of different signs describing the patient's health, is very large and 

sometimes reaches several tens and hundreds of indicators [15]. Therefore, the problem of reducing 

the dimension of the feature space and identifying the most informative features is very relevant for 

medical information systems. 

Mathematical processing of the initial medical data allows you to determine the diagnostic value 

of indicators or their complexes, in the future it helps to build an optimal examination plan, and 

significantly reduce the number of studies required for diagnostics and ultimately improve the quality 
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of computer diagnosis [16]. There are several reasons for the possibility of transition from a larger 

number of baseline indicators of the patient's condition to a significantly smaller number of the most 

informative features. This is primarily a duplication of information due to the presence of links 

between features [17], low informativeness of individual features [18], a balanced summation of some 

features [19] and the construction of generalized features [20]. Assessment of the informativeness of 

diagnostic signs is necessary for their objective ranking in order of importance and determination of 

the order of their consideration in the process of making a diagnosis. 

The complexity of building computer prognostic and diagnostic systems in medicine is due to the 

fact that a significant part of the information is subjective expert assessments of a doctor based on his 

knowledge and experience in treating cardiac patients [21]. To model and display such information, 

the theory of fuzzy logic is used as a way of the most natural description of the nature of human 

thinking and the course of its reasoning [22]. Various types of data obtained as a result of biochemical 

analyzes, instrumental studies and other diagnostic methods are used as informative signs. 

The aim of the study is to analyze mathematical models for assessing the information content and 

develop a model for assessing the information content of diagnostic data from cardiac studies. 

2. Evaluation of informative features 

Any biomedical information processing is dedicated to specific purposes such as research, 

treatment, breeding, etc. Perhaps the most important goal of medical research is the classification of 

the object or, in relation to the patient and the disease, diagnosis [22]. And this is obvious, since all 

further actions depend on the diagnostic results. Historically, the diagnosis was to a certain extent an 

art multiplied by the experience and intuition of the doctor, and only with the mathematization of 

medicine, the diagnosis can be formulated as a mathematical problem, and therefore automated [23]. 

Since to make a diagnosis means to classify an object (to recognize it as belonging to a certain class), 

the medical problem of diagnostics (classification) becomes a mathematical problem of pattern 

recognition [24]. 

To classify an unknown object, that is, to recognize an image, means to determine which class an 

object belongs to, based on an analysis of the values of its features. With regard to medicine, it is 

possible to make a diagnosis, that is, to recognize a disease or its absence, only when some of the 

signs inherent in this object (patient) are obtained and analyzed. Such features are called informative 

features [25]. Informative features are useful information for this purpose, obtained from the original 

information. 

However, informative features are far from being equivalent to achieve a specific goal, therefore, a 

very important task is to search and select features that are sufficiently informative to make a reliable 

diagnosis [26]. To understand what the concept of “sufficiently informative” means, the concept of 

the informativeness of a feature is introduced. The informativeness of a feature means how much this 

feature characterizes the psychophysical state of an object, that is, how much the diagnosis depends 

on it – the result of recognition. There are at least 2 approaches to assessing information content – 

energy [27] and information [28]. 

The energy approach is based on the fact that the information content is assessed by the value of 

the attribute. The features are sorted by size, and the most informative is the one whose value is 

greater. However, this approach to assessing the information content may turn out to be poorly suited 

for object recognition. Indeed, if some feature is large in absolute value, but almost the same for 

objects of different classes, then by the value of this feature it is difficult to assign an object to a 

certain class. And vice versa - if the feature is relatively small in size, but differs greatly for objects of 

different classes, then the object can be easily classified by its value. Therefore, the information 

approach is more suitable for object recognition, according to which information features are 

considered as a reliable difference between the classes of images in the space of features. 

If, when recognizing an object, it must be attributed to one of 2 classes, then the difference in the 

probability distributions of a feature constructed from samples from 2 compared classes can act as 

such a significant difference. The method for determining the informativeness is chosen by the 

researcher himself, depending on the objectives of the study, the number of recognized classes and 

biomedical data, indicators - the coding method, the sample size, the number of gradations. 



So, let ω be a set of objects, X – {x1, x2, …, xn} is a finite set of quantitative features of these 

objects. For any object ω ∈ Ω, its feature description is known {x1(ω), x2(ω), ..., xn(ω)} is an n-

dimensional vector, and the coordinate of this vector is equal to the value of the i-th feature. The set 

of feature descriptions of objects from a given sample of objects A ⊆ Ω is given in the form of a 

matrix of size |A| × n, which is called the “feature-attribute” table. 

Let I(Z) be the measure of the informativity of the subset of features Z ⊆ X, defined on A. It is 

necessary to choose all different subsets of the set X some subset Z* ⊆ X such that 
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Requirements for the preparation of data (in accordance with the objectives of the study) for 

mathematical analysis, to assess the nature of the distribution in the sample under study (preliminary 

data analysis) dictate to solve the following tasks: 

• checking the homogeneity of selected observation groups, including control groups, which 

can be carried out either by expert advice, or by methods of multivariate statistics (for example, using 

cluster analysis); 

• normalization of variables, that is, elimination of anomalies of indicators in the data matrix 

(agreement of opinions); 

• reducing the dimension of the feature space (by formal methods by assessing the information 

content); 

• standardized description of features; 

• construction of classification scales of attributes, i.e. a procedure for identifying and 

establishing the physical boundaries of the parameters under study and presenting information in 

quantized form (a certain code number corresponds to each value of a feature). 

Let us pose, firstly, the task of determining the assessment of the informativeness of the features - 

the most important of the above, both at the stage of preliminary) and final analysis in accordance 

with the objectives of the study; secondly, the problem of estimating the probable distribution of the 

minimum required number of informative features that provide a given level of reliability of an 

algorithm (procedure) if the distribution of all feature distributions is known (which is natural for 

applications where the corresponding statistical data are accumulated) 

3. Kullback method application 

Cybernetics considers the processes occurring in biological systems, in service systems, in 

production and, accordingly, their models as information processing processes, studying the 

quantitative laws of information processes. Therefore, the so-called measures of information in 

statistics are of particular interest to us. The amount of information can be understood as the amount 

of eliminated uncertainty. 

In particular, the assessment of the informativeness of signs is used in medicine in the diagnosis of 

numerous diseases. Further treatment of the patient depends on the results of the diagnosis. It is 

possible to make a diagnosis (that is, to recognize this or that disease or its absence), provided that the 

characteristics inherent in the object (in medicine – the patient) are analyzed. informative indicators 

are indicators that make the greatest contribution to the characteristics of the state of the object 

(patient). 

There are numerous methods for determining the informativeness of features. However, unlike 

other criteria for the statistical significance of differences, the Kullback measure allows one to assess 

not the reliability of differences between divisions, but the degree of these differences. the method of 

analyzing signs by assessing the informativeness using the Kullback informative measure has been 

widely used in medicine when considering individual factors that influence the diagnosis [29]. In this 

method, the measure of the difference between the two classes, which is called divergence, is assumed 

as an assessment of the informativeness. 

To measure the amount of information N. Wiener and K. Shannon independently from each other 

proposed logarithmic measures, which were recognized as quantitative measures of information [30-



31]. To the class of similar logarithmic measures belongs and is similarly studied as Kullback's 

information measure J is the discrepancy between statistical distributions 1 and 2. For discrete 

distributions, this measure is reflected by the formulas: 

 

 (2) 

 

 , (3) 

 

where DC (xij) is diagnostic coefficient. 

The Kullback method of evaluation of informative measures is based on the calculation of 

diagnostic coefficients. The diagnostic coefficient is presented in the form of the logarithm of the ratio 

of the probabilities of manifestation of this feature in the main and control groups (  and , 

respectively): 
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Diagnostic coefficients are most often ambiguous or single-digit positive or negative numbers. 

They are positive in the case of a predominance of the probability , which is in the numerator, 

negative – in the case of a predominance of the probability . That is, the diagnostic 

coefficients with the “+” sign speak for a greater likelihood of hypothesis A (about belonging to the 

main group) with the familiar “-” is about a greater likelihood of hypothesis A2 (about belonging to 

the control group). Obviously, the coefficients with a positive sign carry positive information, brings 

the sum of diagnostic coefficients closer to the threshold, which is positive for A. Coefficient with a 

negative sign, on the contrary, “removes” the amount from the threshold. For hypothesis B, on the 

contrary, coefficients with a negative sign bring the sum closer to the threshold, and coefficients with 

a positive sign – see it from the threshold, since the threshold is a negative value. 

It should be noted that the greater the value of the diagnostic coefficient, the more differential 

diagnostic information, that is, information about the prevalence of the probability of one of the 

diagnoses, it carries. However, the informativeness of each value of the trait depends on the frequency 

with which this value occurs in each disease, that is, on the magnitude of  and . If the 

diagnostic coefficient for determining the signs  is too large, but patients with such knowledge are 

relatively rare, then in the process of diagnosing the role of such a value of the sign  is too small. 

To determine the information that the attribute  carries, you first need to calculate the amount of 

information that the values of the attributes  give. To do this, it is necessary to multiply the DC by 

the difference in the probabilities of this feature when belonging to the main group (hypothesis A) and 

to the control group (hypothesis B): 
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It should be noted that the difference  will be positive if DC is positive. The 

difference will show how, on average, the sum of DC will approach the threshold as a result of 

identifying the symptom  in the patient. 

Similarly, other values of the same signs  are calculated. The informative value of 

the attribute as a whole will be equal to their sum. 

The considered method, in comparison with other methods for assessing the information content, 

is the simplest and most accessible for algorithmization. His adaptation machine is not laborious and 

does not entail significant computational costs and resources. 

The use of the Kullback information method for assessing the differential informativeness of 

features in medicine was proposed in other works, however, the formula used differed from the 

Kullback method in that it presented not the difference in probabilities, but their sum, worse reflects 

the contribution of signs in their approximation diagnostic amounts in the diagnostic threshold. 

Therefore, in the future, the indicated sum of probabilities was replaced by their difference, more 

precisely, by a brew. The need for this can also be explained by the fact that in reality there are two 

thresholds: with a plus for making a decision “A” and with a minus for making a decision “B”. The 

information content should reflect the average of the two values. 

Application of the Kullback method of evaluation of informative measures consists of the 

following stages: 

1) to objectify the division of the general ordered series into a range, we select the following 

ranges between each other, the right (lower) boundaries of which are round numbers so that the 

number of ranges is 8-12; 

2) to count the number of observations with group A and B that fall within this range. These are 

the frequencies of the given symptom; 

3) to calculate the relative frequencies (probabilities) in percent, taking as 100% the sum of 

frequencies A in all ranges and the same sum of frequencies B; 

4) to calculate smoothed (weighted average) frequencies, in fact, all frequency smoothings are 

calculated according to the formula 

 

;  (6) 

 

5) to calculate the ratios of smoothing frequencies A and B in each range; 

6) to calculate the smoothing of diagnostic coefficients according to the formula: 

 

;    (6) 

 

7) to calculate the informativeness of the features in each range and the final informativeness of 

the features, obtained by summing the informativeness of all ranges. 

 

4. Results of experiments 

The input data is a dataset of information on the diagnostic data of patients based on cardiac 

studies, their age, gender, type of chest pain, cholesterol level, etc., a complete list of parameters in 

Table 1. 

 

 

 

 

 



Table 1 
Parameters list 

Name of parameter Description Data type 

Name ID Count 
Age Years Count 
Sex Sex String 

Chest pain type Pain type String 
Blood pressure Scores Count 

Cholesterol Scores Count 
Fasting blood sugar < 120 +/- 0/1 

Resting ECG Normal/Hyper String 
Maximum heart rate Scores Count 

Angina +/- 0/1 
Peak Scores Float 
Slope Flat/Up/Down 1/2/3 

Colored Vessels 0/1/2 0/1/2 
Thal Normal/Rev/Fix String 

 
The most important stage in the creation of any information system is the design of a tool that can 

implement all the tasks set at the beginning of the project. A diagram of work execution, information 

exchange, workflow is graphically presented, visualizes a business process model. 

The IDEF0 and DFD methodologies were used. Within the framework of the IDEF0 (Integration 

Definition for Function Modeling) methodology, a business process is represented as a set of function 

elements that interact with each other, and also show information, human and production resources 

consumed by each function. Functional model of system is presented in Figure 1. 

 

 
Figure 1: Functional model of system. 

 

Let's consider in more detail the architecture of the project, approaches to solving the assigned 

tasks and mechanisms for their implementation.  

Decomposition of system is presented in figure 2. 

For software implementation, the C# programming language was used in the Microsoft Visual 

Studio environment. To start the software package, you need to download the data presented in the 

*.csv file (Figure 3). 

 



 
Figure 2: Decomposition of system. 

 

 
Figure 3: Setting initial parameters for program use. 

 

In total, for example, data from 303 patients and 13 features was taken (their age, gender, type of 

chest pain, cholesterol level, ECG, blood pressure, maximum pressure, blood sugar level, type and 

presence of tonsillitis, colored vessels, etc.) 

The data is divided into two classes A – “Healthy” and B – “Sick”. 



The results of the calculation by the Kullback method for assessing the informativeness of the 

attribute m = “Patient's age” are shown in Figure 4. 

 

 
Figure 4: Adjusting the model parameters. 

 

Kullback's method gives an estimate of the informativeness of the studied feature in the form of a 

value, takes values from 0 to 2. In this case, it is believed that the closer I(x) to 2, the higher the 

informativeness of the feature, on the contrary, the closer I(x) to 0, the lower the informative value of 

x. As a result, the information content was calculated for various groups of cardiac data. We got that 

the following signs are the most informative: thal, chest pain type, colored vessels, angina, age. The 

Kullback method is used to determine the informativeness of a feature that is involved in the 

recognition of two classes of objects. Also, comparisons of the Kullback method with other methods 

for assessing the informativeness of features are made. 

5. Conclusions 

As a result of the study, methods for assessing the informativeness of signs for medical data were 

analyzed. The Kullback method was chosen as the most appropriate method for medical data. On the 

basis of the Kullback method, a model for assessing the information content was built and a software 

package was implemented. For the experimental study, data from 303 patients and 13 features were 

used. The information content was calculated for various groups of cardiac data. We got that the 

following signs are the most informative: thal, chest pain type, colored vessels, angina, age. The 

Kullback method is used to determine the informativeness of a feature that is involved in the 

recognition of two classes of objects. Also, comparisons of the Kullback method with other methods 

for assessing the informativeness of features are made. 
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