
Yunnan University at VQA-Med 2021: Pretrained BioBERT 
for Medical Domain Visual Question Answering  

 
Qian Xiao,Xiaobing Zhou* ,Ya Xiao and Kun Zhao 
 

Yunnan University, Kunming, China  

 
Corresponding author: zhouxb@ynu.edu.cn 

 
 

Abstract. This paper describes the submission of the Yunnan University team in the Visual 

Question Answering task of the ImageCLEF 2021 VQA medical image challenge. 

According to the analysis of the dataset, we regard this task as a classification task. Firstly, 

we use the pre-trained VGG16 model, Global Average Pooling (GAP), and image 

enhancement technology to process and extract the image features. Secondly, we use 

BioBERT, which is pre-trained with biomedical text, to extract all the semantic features. 

BioBERT and BERT have the same model structure, but BioBERT have better 

performance in extracting medical text features. Thirdly, the semantic features and image 

features are fused by Multi-modal Factorized High-order (MFH) Pooling. Finally, the 

fused features are input into a fully connected layer for classification. Our method 

achieved an accuracy score of 0.362 and a BLEU score of 0.402 and ranked 2nd among all 

the participating teams in the VQA-Med task at ImageCLEF 2021. Our code is publicly 

available1. 
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1  Introduction 

The visual question answering (VQA) task aims to answer questions according to the content 

of the corresponding image. It involves data processing technology in the field of computer 

vision(CV) and natural language processing(NLP). The dataset of the VQA task is composed 

of medical images and related question-answer pairs. The main task of the VQA system is to 

input images and questions into the system and predict an answer according to the questions. 

For the general domain VQA, there are a large number of datasets, many advanced 

models, and technologies to solve this task. With the increasing interest in the application of 

artificial intelligence technology in the medical field, VQA has attracted people's attention in 

medical field, because it can support doctors' clinical decisions and enhance patients' 

understanding of their symptoms from medical images, especially in patient-centered medical 

care. 
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Compared with VQA for the general domain, VQA for the medical domain is a more 

challenging task. Firstly, due to the high cost of collecting valid data, the available medical 

data for training is limited. For the general domain VQA, we can easily obtain thousands of 

images with guaranteed quality. Secondly, the words used in question and answer matching or 

medical report are quite different from the language used in daily life, and they are more 

professional. 

In the following, we first describe the work related to the VQA Med task in Section 2. 

Then the dataset provided by ImageCLEF 2021 is described in Section 3. In Section 4, we 

describe the details of our proposed method, and then we describe the experiments in Section 

5. We finally conclude this paper in Section 6. 

 

2  Related Work 

For the medical field VQA, this task is more challenging because it requires specialized 

medical datasets and expert doctors to understand the data. The VQA-Med competition 

started in 2018, and since then, it has provided a medical dataset for VQA tasks every year. In 

2019, the Zhejiang University team [3] proposed a convolutional neural network based on 

VGG16 [7] network and global average pool strategy [9] to extract visual features. The 

proposed method can effectively capture medical image features in a small training set. The 

semantic features of the proposed problem are encoded by the BERT [11] model. Then, the 

common attention mechanism is used to fuse the two enhanced features. In the end, their 

proposed model ranked 1st among all participating groups of ImageCLEF2019 with an 

accuracy of 0.624 and a BLEU score of 0.644. In the same year, the cooperative team [15] of 

Umea University, Sweden, and the University of Bern, Switzerland proposed to use a bilinear 

model to aggregate and synthesize the extracted image and question features. At the same 

time, they used an attention scheme to focus on the relevant input context, and further 

enhanced it by using a set of trained models. Their proposed method ranked 3rd among all the 

participating groups. 

In the third edition of the VQA-Med challenge in 2020, the AIML team [2] used a 

knowledge reasoning method called skeleton-based sentence mapping (SSM). Using all the 

questions and answers, they derived a set of classifiable tasks and infered the corresponding 

tags. At the same time, a classification and task standardization method is proposed to 

optimize multiple tasks in a single network, which makes it possible to apply multi-scale and 

multi-architecture integration strategies for robust prediction. In the end, they ranked 1rd 

among all the participating teams in ImageCLEF2020. The main method of the Inception 

team [5] is to use the pre-trained VGG16 model, remove the last layer (softmax layer), freeze 

all layers (except the last four layers) and one of the data enhancement technologies such as 

geometric transformation, flipping, filling or random erasure of the image. In the end, the 

Inception team ranked 2nd among all the participating teams in ImageCLEF2020. 

 

3  Data Description 



The VQA-Med dataset [16] provided by ImageCLEF 2021 [17] consists of 4000 radiologic 

images and training sets of question-answer pairs, 3500 train sets, 500 verification sets. 

Figure. 1 shows three sample examples from VQA-Med 2021 dataset. 

 

 

 

 

 

Fig.1. Three examples of ImageCLEF 2021 VQA-Med dataset 

 

ImageCLEF 2019 dataset [4] can be used as additional training data, which contains 

3200 medical images and 12792 question-answer pairs associated with images. However, 

unlike the VQA-Med2021 dataset, it focuses on four main categories of problems: modal, 

plan, organ system, abnormaly. In this paper, we extend the VQA-Med2021 training set with 

473 images and question-answer pairs. Secondly, to further expand the VQA-Med2021 

training set, we also add 500 verification sets in VQA-Med2021 as additional training data to 

the training set for model training. 

 

4  Methodology 

In this section, we introduce the task model we submitted to the ImageCLEF VQA-Med 2021 

competition. Our model consists of four parts: image feature extractor, text feature extractor, 

Multi-modal Factorized High-order (MFH) Pooling feature fusion with the Co-attention 

mechanism, and classification model. In this paper, we regard the ImageCLEF VQA-Med 

2021 task as a classification task with C categories. C is the result of removing all the 

repeated answers in the task. Fig.2. shows the structure of our model. 

 

 

 

 

 

 

 

Fig.2. Our model architecture 
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4.1  Image feature extractor 

 

In our model, we use the pre-trained VGG16 network on the Imagenet dataset to extract 

features, and the GAP strategy is applied to the VGG16 network to prevent overfitting. GAP 

averages the output feature of the convolution layer with different channel numbers. The 

shape of the input model is 224 * 224 * 3, and the shape of the VGG16 network output is 224 

* 224 * 64,112 * 112 * 128, 56 * 56 * 258, 28 * 28 * 512, 14 * 14 * 512, 7 * 7 * 512. After 

averaging the output according to the channel, we get five vectors, 1 * 1 * 64, 1 * 1 * 128, 1 * 

1 * 258, 1 * 1 * 512, 1 * 1 * 512, and finally we concatenate these five vectors to get a 1 * 1 * 

1472 dimensional vector, and input it to the next network. 

 

4.2  Text feature extractor 

 

BioBERT [10] is used to extract the semantic features of a given question. BioBERT is a 

pre-trained language representation model for the biomedical field, which has the same 

network model structure as BERT. Compared with most biomedical text mining models 

focusing on a single task, BioBERT can achieve the most advanced performance on a variety 

of biomedical text mining tasks. In order to extract the text features that can represent the 

question sentence, I encode the question sentence to get the input_ ids, attension_ mask, 

token_ type_ ids, and then input them into BioBERT to get a 768 dimension vector. 

 

4.3  Feature fusion 

 

Multi-modal feature fusion is one of the most important technologies to improve the 

performance of the VQA model. For multi-modal feature fusion, most existing methods use a 

simple linear model to combine image visual features with text semantic features. This paper 

uses the multi-modal factorized high order pooling (MFH) [8] method, which can fuse 

multi-modal features with less computational cost. At the same time, the Co-attention 

mechanism can help the model learn the important parts of visual features and text features, 

and can better notice the important parts of features while ignoring irrelevant information. In 

this part, the received 1 * 1 * 1472 dimension image features and 768 dimension text features 

are sent to the MFH module based on the Co-attention mechanism. Finally, a 2000 dimension 

fusion feature is obtained and input to the next network. 

 

4.4  Answer prediction 

 

According to the analysis of the dataset of this competition, we regard this task as a 

classification task. In this part, the received fusion features of 2000 dimensions are first input 

into a dropout layer with P = 0.3, and then connected to a fully connected layer for final 

classification prediction. 

 

5  Experiments 



Our model trained 350 epochs on GTX2080Ti for about 7 hours. In this part, we will 

introduce the training process and parameters in detail. 

5.1 Train data extension 

 

In addition to the dataset provided by ImageCLEF 2021 VQA-Med task, we also add the 

abnormal subset of the ImageCLEF 2019 VQA-Med task training set, which contains 473 

images and question-answer pairs as the training set of this task. In the ImageCLEF 2019 

VQA-Med training set data, only the problem that exists in the ImageCLEF 2021 VQA-Med 

task test set will be added to this training task as training data. 

 

5.2 Hyperparameter 

 

In order to achieve the best performance of the model in the validation set, the parameters are 

adjusted several times. Finally, we use binary cross-entropy loss function, Adamax optimizer, 

dropout with P = 0.1, and initial learning rate of 1e-3. Secondly, the default super parameter 

setting of MFH (with Co-attention) is used in the multi-modal feature fusion part. 

 

5.3 Evaluation 

 

In VQA-Med2021, accuracy and BLEU are used as the evaluation criteria. The accuracy 

represents the correct sample in all samples, and the BLEU score measures the similarity 

between the real answer and the predicted answer. The maximum accuracy we achieved in the 

validation set is 66.8%. Fig.3 shows the change curve of train accuracy and valid accuracy in 

the training process. In a total of ten valid submissions, the VGG16 (with GAP) + BioBERT + 

MFH pooling (with Co-attention) + linear classification layer model proposed in this paper 

finally achieves an accuracy score of 0.362 and a BLEU score of 0.402. The entries of this 

paper won second place in this competition. The results of the competition have been shown 

in Table 1. Our team ID is Zhao_Ling_Ling. 

 

 

 

 

 

 

Participants Accuracy BLEU 

duadua 0.382 0.416 

Zhao_Ling_Ling 0.362 0.402 

Fig.3. Accuracy、Loss transition by training epoch 

 Table1. Official results of ImageCLEF VQA-Med 2021 



 

 

 

 

 

6  Conclusion 

In this paper, we describe the model we submitted to the ImageCLEF 2021 VQA-Med 

challenge. We use BioBERT to extract text features. BioBERT has a better performance than 

BERT in biomedical text extraction. In addition, the application of Multi-modal Factorized 

High-order (MFH) Pooling with the Co-attention mechanism also makes the model get better 

performance in this task. For future work, we will continue to improve the current network, 

introduce some more advanced methods and apply them to other data sets and tasks. 
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