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Abstract  
Hate speech detection has lately gained considerable attention from researchers. To profile 

authors effectively, we consider classifying all tweets for a specific author independently. We 

used BERT, the pretrained model, to classify all individual tweets for each user. Then, we 

added an extra layer, called a confidence layer, by which we calculate the percentage of 

classified hateful tweets by the model and decide whether this author is spreading hate speech 

or not. We found this approach simple, yet effective in determining those considered haters. 

Our approach achieved 77% accuracy for the Spanish test dataset and 63% accuracy for the 

English test dataset. 
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1. Introduction 

The field of data mining and text analysis has recently received considerable attention. The 

enormous amount of text on the internet makes analyzing such content a necessity. The purposes of 

textual content analysis vary, e.g., sentiment analysis, cyberbullying detection, and hate speech 

detection. One of the major topics to be investigated in this field is hate speech spreaders profiling, 

which is the focus of the author's profiling task of PAN at CLEF 2021. Hate speech is sometimes 

mistaken as freedom of speech. However, any speech that might elicit tension between different groups 

of society and spread hate among them is considered hate speech. Generally, text analysis is intertwined 

with the field of Natural Language Processing (NLP). NLP is a broad field where humans’ language 

choices are investigated and analyzed using AI techniques, such as machine learning and deep learning. 

The latter has received more attention recently, especially, after the emergence of transformers.  

The goal of this task is to profile authors who are seen as hate speech spreaders on Twitter. The 

datasets of the PAN committee were collected from Twitter within two different languages, English 

and Spanish. Each dataset consists of 100 authors with 200 tweets for each author. The rest of the paper 

covers related previous work, dataset handling, method, results and discussion, and conclusion [1]–[3].  

2. Related work 

Efforts in hate speech studies vary as some researchers present annotated datasets for other 

researchers to work with. Corpora are provided in different languages such as Arabic, English, German, 

and others. English is the most frequent language used in hate speech tasks. As a result, some papers 

offer ready datasets along with detection techniques for different hate speech tasks [4]–[8]. The source 
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of corpora could be Facebook, Twitter, and other textual platform resources. The categorization of hate 

speech varies because hate speech could be directed to a certain group of people who share the same 

quality or characteristic. Hate speech against a religion would be, for example, Islamophobia. Another 

example is Cyberbullying, where some users bully others and leave a pronounced negative impact on 

them. Therefore, determining the type of hate speech will affect the strategy of collection, annotation, 

feature selection, and classification techniques.  

Shared tasks are an important source of hate speech research. Usually, a dataset and an objective are 

shared by an organizer to encourage researchers to work on a demanding area of research. The results 

and approaches offered by participants provide a versatile package that represents a rich source of 

different methods and techniques. There are hate specific tasks that offer the above-mentioned benefits, 

such as HaSpeeDe [9], AMI [10], HatEval [11], OffensEval organized by SemEval, TRAC-2 [12], and 

MEX-A3T [13] 

3. Method 

As the first step in most text analysis tasks, preprocessing is an important step that can significantly 

affect model performance. In our method of handling the datasets, we have tried different techniques 

with controlling the method of classification to ensure the best use of the given datasets. We have found 

that the English dataset gives a better performance when hashtags, URLs, mentions, RT tags, and 

punctuation are removed. However, the Spanish dataset gave better accuracy when we kept the text 

unchanged.  

Because we used the transfer learning method for our classification, we have conducted experiments 

about the tokenization of different transfer learning models such as BERT, ROBERTA, and 

Longformer. BERT uses WordPiece tokenizer1; one of the downsides of WordPiece is the lack of 

emojis support. Emojis are heavily used in social media contexts and they can reveal useful information 

that can boost model performance. On the other hand, ROBERTA and Longformer use the same 

tokenizer, Byte-Pair Encoding (BPE)1. BPE can handle emojis and assign a token to them. Conversely, 

WordPiece assigns an unknown token [UNK] to all emojis as shown in Figure1.  

 

 
Figure 1: How different tokenizers handle emojis 

 

As mentioned before, we considered using transfer learning techniques for this task. Transfer 
learning has been proven to be state-of-the-art for many tasks [14]. There are different choices we could 

have considered, but in the interest of time and simplicity, we have considered using BERT, 

ROBERTA, and Longformer Huggingface implementations. With the use of Huggingface, we 

conducted experiments with different parameters for better accuracy. After conducting multiple 

experiments, we found that BERT gave us the best accuracy for the target task. For the English dataset 

task, we used bert-base-cased version with the following hyperparameters. 

• Batch_size = 32 

• Epochs= 50 

• Learning rate = 2-5 

• Max_length = 50 

 

For the Spanish dataset task, we used bert-multilingual-cased with the following hyperparameters. 



• Batch_size = 16 

• Epochs= 50 

• Learning rate = 2-5 

• Max_length = 60 

The hyperparameters are within the range of suggested values by BERT authors [14].  

After visualizing and understanding the target datasets, we decided to handle the data differently and 

observe the outcome. We built three scenarios: 1) using the preprocessed dataset as is; 2) combining all 

tweets for each user; and 3) considering all tweets for each user to be in the same group after splitting 

the dataset into training, validation, and testing datasets (Fig2 shows the steps). The first scenario gave 

the best accuracy among all three scenarios. However, we could not test the accuracy for each user 

because the tweets were randomly selected and not all users have the same number of tweets. The 

second choice was the worst among all the scenarios as the dataset became small, which limited the 

ability of the model convergence and representation.  

The results are based on the first scenario for both the Spanish language and the English language. 

The third scenario gave us the ability to test the model within 10 balanced authors, including all the 

tweets for all selected authors. Figure 2 illustrates the third scenario steps where all tweets for the same 

user are included in the assigned dataset (Training, testing, validation) with a random shuffle. This 

scenario allows us to add an extra layer for confidence, which calculates the number of tweets that are 

classified as hateful for each user. In our initial testing, we achieved 80% accuracy when we determined 

the threshold for the number of hateful tweets for each use at 95. If more than 95 tweets of any user 

were classified hateful, the user will be classified as a hate speech spreader. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2: The 3rd scenario dataset splitting 

4. Results and discussion 

Our best results for the Spanish and English datasets were 77% and 63%, respectively. Table1 shows 

the results and the setup we used to achieve those results. We found that using BERT multilingual cased 

model with the determined hyperparameters in table 1 for the Spanish language achieved the best results 

among all the three models, BERT, ROBERTA, and Longformer. The experiments on the English 

dataset showed that using the BERT base cased model with the determined hyperparameters in table1 

achieved the best results among all different conducted experiments which differ in the type of models 

and the values of hyperparameters. In our experiments, we tried using all three models with different 

hyperparameters and different preprocessing techniques. Nevertheless, the best results were achieved 

when we did not apply any preprocessing technique with the determined hyperparameters. In both 

languages, the use of cased models always yielded better accuracies. ROBERTA and Longformer 

tokenizers can handle emojis that exist in most tweets nowadays. The problem we faced in using both 

models was when they converged and became stuck at the same starting loss and accuracy. Therefore, 

Construct dataframes with tweets, texts using randomly selected ids, e.g., 
testing dataframe contains 5 users type 0 and 5 users type 1

Select randomly from zeros and ones, users ids to build training (180), 
validation (10), and testing (10) datasets

Split dataframes into two dataframes based on users' types (hateful & non-
hateful) 

Preprocessed Dataframe



our choice fell on BERT because it started to converge in the early epochs. However, as mentioned 

earlier, the BERT tokenizer cannot handle emojis which creates a failure of using an important part of 

the data. The shortness of tweets is another factor that contributes to the low accuracy. In this task 

specifically, not all hate speech spreaders’ tweets are considered hateful. If a user is considered a hateful 

speech spreader, there might be only a few number of hateful tweets. As a result, this creates confusion 

for the model as the author is classified as a hate speech spreader, but not all of his/her tweets are 

classified as hateful. We also found that some users repeat the same tweets more than once. 

 

Table 1 
Models settings for the achieved results 

 

5. Conclusion 

In this task, we considered studying the problem closely to understand the nature of the dataset and 

the purpose of the task. We considered using the transfer learning technique because it has been proven 

to perform well in NLP tasks. Even though it has been tested in the context of language modeling, 

recently, researchers started to apply transfer learning for classification tasks. Even though our results 

are near the average of all participated teams [1], we were always aiming for a better result. We believe 

the result did not match the sophistication of the approach we used but using transfer learning leaves 

you with many choices for future optimization. Due to time constraints, we provided what we have 

achieved to comply with the timeline provided by the organizers. However, we consider this as an 

ongoing learning experience which we will keep investigating. We faced some challenges with the 

dataset such as the limited size, the repetitive tweets or words, and the amount of noise compared to the 

short tweets. In some cases, the markers are unclear as some words can have different meanings 

depending on the context or the user’s intended meaning. Tokenizers play an important role in language 

analysis tasks. Therefore, for future work, we would love to spend more time customizing the tokenizer 

we want to use to better represent the dataset. Moreover, we would consider spending more time 

exploring the tweets and eliminating any undesired noise. We would also consider using other 

pretrained models for the task. 
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