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Abstract

Natural language generation has become one of the fastest-growing areas in NLP and a popular
playground for studying deep learning techniques. Many variants of sequence-to-sequence models with
complicated components have been developed. Yet, as I will demonstrate in this talk, creating high-quality
training data and injecting linguistic knowledge can lead to significant performance improvements that
overshadow gains from many of these model variants. I will present two recent works from my group
on text simplification, a task that requires both lexical and syntactic paraphrasing to improve text
accessibility: 1) a neural conditional random field (CRF) based semantic model [1, 2] to create parallel
training data [3]; 2) a controllable text generation approach [4] that incorporates syntax through pairwise
ranking and data argumentation.

In the first work, we show that the success of a text simplification system heavily depends on the
quality and quantity of complex-simple sentence pairs in the training corpus, which are extracted by
aligning sentences between parallel articles. To evaluate and improve sentence alignment quality, we
create two manually annotated sentence-aligned datasets from two commonly used text simplification
corpora, Newsela and Wikipedia. We propose a novel neural CRF alignment model which not only
leverages the sequential nature of sentences in parallel documents but also utilizes a neural sentence pair
model to capture semantic similarity. Experiments demonstrate that our proposed approach outperforms
all the previous work on monolingual sentence alignment tasks by more than 5 points in F1. We apply our
CREF aligner to construct two new text simplification datasets, NEwWSELA-AuTO and WIKI-AuTO, which
are much larger and of better quality compared to the existing datasets. A Transformer-based seq2seq
model trained on our datasets outperforms other state-of-the-art approaches for text simplification.

In the second work, we explore how text simplification improves the readability of sentences
through several rewriting transformations, such as lexical paraphrasing, deletion, and splitting. Current
simplification systems are predominantly sequence-to-sequence models that are trained end-to-end to
perform all these operations simultaneously. However, such systems limit themselves to mostly deleting
words and cannot easily adapt to the requirements of different target audiences. In this paper, we propose
a novel hybrid approach that leverages linguistically-motivated rules for splitting and deletion, and
couples them with a neural paraphrasing model to produce varied rewriting styles. We introduce a new
data augmentation method to improve the paraphrasing capability of our model. Through automatic and
manual evaluations, we show that our proposed model establishes a new state-of-the art for the task,
paraphrasing more often than the existing systems, and can control the degree of each simplification
operation applied to the input texts.

Throughout the talk, I will also briefly cover some of our works on evaluation metrics [5], lexical
simplification [6], and document-level simplification [7]. To conclude, I will discuss a few questions from
the CLEF reviewers: “Whilst text simplification has a long history, recent advances have significantly
increased the quality and this may have opened up novel real-world applications: Is the quality sufficient
for operational systems? what are the applications that are currently within our grasp? what is the main
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barrier for wide-scale deployement (comparable to MT)? Can we formulate a challenge for the obvious
next step in the evolution?”
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