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Abstract
Online Social Networks (OSNs) growth enables and amplifies the quick spread of harmful, manipula-
tive and false information that influence public opinion while sow conflict on social or political issues.
Therefore, the development of tools to detect malicious actors and to identify low-credibility informa-
tion and misinformation sources is a new crucial challenge in the ever-evolving field of Artificial Intel-
ligence. The scope of this paper is to present a Natural Language Processing (NLP) approach that uses
Doc2Vec and different state-of-the-art transformer-based models for the CLEF2021 Checkthat! lab Task
3. Through this approach, the results show that it is possible to achieve 41.43% macro-average F1-score
in the misinformation detection (Task A) and 67.65% macro-average F1-score in the topic classification
(Task B).
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1. Introduction

Misleading information spreads on the Internet at an incredible speed and Online Social Net-
works (OSNs) amplify the quick spread of harmful, manipulative and false information. This
phenomenon undermines the integrity of online conversations, influences public opinion, and
originates conflicts on social, political, or health issues [1]. In particular, since COVID-19
emerged in Wuhan, China, in December 2019, the public has been bombarded with vast quan-
tities of information, much of which is not checked, leading the World Health Organization
(WHO) to coin this situation as the term infodemic [1, 2]. Therefore, the development of tools
devoted to detecting malicious actors (e.g. bots and trolls) and identifying low-credibility in-
formation and misinformation sources is a new crucial challenge. Throughout this paper, we
will use the term misinformation instead of fake news following the recommendations of the
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Poynter Institute1 and the Council of Europe as they consider it inadequate to describe the
complexity of the information disorder ecosystem [3].

The scope of this paper is to describe a Natural Language Processing (NLP) approach that
makes use of Machine Learning (ML) and Deep Learning (DL) techniques for the CLEF2021
Checkthat! lab Task 3 [4, 5]. In this competition, we carry out a comparative study between the
classical Doc2Vec algorithm [6] as document feature extractor combined with ML classifiers,
and fine-tuned state-of-the-art models based on Transformers such as T5 [7], RoBERTa [8],
Electra [9] and Longformers [6].

This paper is organized into the following sections: Section 2 provides a general view of
some related works on misinformation detection and the description of the Checkthat! lab
task [4]. Section 3 introduces our proposed approach. Section 4 describes the results from the
experiments conducted. Finally, the conclusions are covered in Section 5.

2. Task Description and Related Work

In recent years, there has been growing interest in detecting misinformation [10, 11, 12]. Since
2017, Checkthat! organizers have proposed different tasks of misinformation detection such as
automatic identification and verification of claims, check-worthiness, or evidence retrieval [13,
14]. In addition, other authors [12] have committed to combating the misinformation generated
during the COVID-19 pandemic by collecting data since the pandemic’s outbreak to explore the
impact of fact-checkers on misinformation.

The current task addressed in this paper of misinformation detection Checkthat! lab at CLEF
2021 [4, 15, 16] is divided into two subtasks: Task A and Task B. Task A is designed to classify a
set of news into four classes (false, partially false, true, other) [17]. On the other hand, Task B
consists of classifying a subset of news from Task A into six topical categories: health, economy,
crime, climate, elections, and education [18]. Both subtasks share that the text data is divided
into the title and the body of news, and that they are a multi-class classification problem with
imbalanced data (see Table 1). Therefore, the official evaluation metric is the macro-averaged
F1-score. The steps used by the organizers for the data collection were defined in the research
presenting the AMUSED framework [19]. It is important to point out that during the data
exploration some inconsistencies were found. For example, in Task A, some news titles and
bodies seemed to be unrelated. Moreover, in Task B, the title and the body fields appeared to be
swapped as the length of the title was longer than the length of the body.

Regarding previous related work in the literature, the appearance of the attention-based
method in 2017 [20] paved the way for the development of transformer architectures such as
Bidirectional Encoder Representations from transformers (BERT) [21]. Jwa et al. [22] were
among the first to develop a model based on BERT for detecting misinformation. The authors
conclude that fine-tuning the model in the specific task leads to better results than traditional
approaches, such as using a simple classifier model based on TF-IDF and cosine similarity to
classify news [23]. Nevertheless, in the literature, there are also examples of using classical
techniques such as Doc2Vec [6] to deal with long text documents in tasks related to the fight
against misinformation [24].

1https://www.poynter.org/
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Table 1
Checkthat! lab-CLEF2021 Task 3 breakdown according to its classes.

Class Count

Task A

false 465
partially false 217

true 142
other 76

Task B

health 127
climate 49

economy 43
crime 39

elections 32
education 28

Unlike Doc2Vec, one of the main transformer-based models’ limitations on Natural Language
Processing (NLP) tasks is the text length. The average text length in Task A is 4,167 and 286
words in body and title, with a maximum of 32,767 and 9,960 words, respectively. In Task B,
in body and title, the average is 4,980 and 566 words, and the maximum is 32,767 and 16,524
words, respectively. Long sequences of text are disproportionately expensive for transformers
because attention is quadratic to the sequence length [21]. For this reason, recently, a new
method has been proposed, namely Longformer. The authors of Longformer [25] developed
a model with an attention mechanism that scales linearly with sequence length by replacing
the full self-attention mechanism with the combination of local windowed attention and global
attention to have in to account larger interactions without increasing the computation, making it
easy to process documents of thousands of tokens. Furthermore, a recent research [26] includes
Longformers in a framework for jointly predicting rumor stance and veracity on the dataset
released at SemEval 2019 RumorEval [27].

3. Proposed approaches methodology

This section describes the proposed approaches for Tasks A and B of Checkthat! lab CLEF2021.
As described in the previous section, the training data for both subtasks contains two text
data fields, title and body news. To obtain the best results and avoid overfitting, we reserved
20% of the training data split in a stratified way as a development set. Table 2 summarizes the
hyperparameters tuned for both tasks using their respective development set. It is essential to
highlight that for each subtask using only titles, only body texts, or title and body texts as data
input is explored.

Two remarkable hyperparameters for transformer-based model approaches are the sliding
window and oversampling. As previously mentioned, transformers models typically have a
restriction on the maximum length allowed for a sequence. A plausible strategy to overcome
this limitation is to use the sliding window approach introduced by Zhang et al. [28]. Here, any
sequence exceeding the maximum length is split into several windows (sub-sequences), and
each one is assigned the label from the original sequence. We explored the use of this technique,



and to minimize any information loss that hard cutoffs between two windows may cause, we
applied 20% of overlapping between the sub-sequences. Finally, we explored to over-sample the
unbalanced data so that all classes had the same frequency as the most abundant class using the
RandomOversampler from imblearn2 package.

Table 2
Hyperparameters optimized during the development of the proposed approaches. C is the inverse of
regularization strength, logspace is the logarithmic sequence (start base, end base, number of elements).

Optimization Method Hyperparameters Values

Transformer-based model Grid and Bayesian Search

learning rate min = 1e-6 , max = 1e-3
epochs min = 1, max = 20
weight decay min = 0 , max = 1
gradient accumulation steps min = 1 , max = 4

scheduler
constant_schedule_with_warmup
cosine_schedule_with_warmup
polynomial_decay_schedule_with_warmup

sliding window True, False
over-sampling True, False

Doc2Vec Grid Search
dimensions [50, 75, 100]
window size [15, 20, 30]
min count [2, 5]

RF Grid search with CV = 5

n_estimators [5, 10, 15, 30]
max_depth [3, 5, 10, 15, 20]
min_samples_split [2, 5, 10]
min_samples_leaf [1, 2, 4]
max_features [2, 3, "auto"]
min_samples_split [8, 10, 12]

LR1 Grid search with CV = 5 C logspace(-3, 2, 8)
LR2 Grid search with CV = 5 C logspace(-3, 2, 8)

Elastic Net Grid search with CV = 5
C logspace(-3, 2, 8)
L1_ratio [0 , 0.33333333, 0.66666667, 1 ]

SVC Grid search with CV = 5
C numpy logspace(-3, 2, 10)
Kernel polynomial, RBF, linear
Gamma logspace(-3, 3, 10)

3.1. Task A

To carry out the Task A, two approaches are tested. The first one is based on the use of the
classical Doc2Vec algorithm [6] as document feature extractor combined with Machine Learning
(ML) classifiers. The second approach takes advantage of different state-of-the-art transformer-
based models [20, 21] to extract dense embeddings with a linear layer on top to classify the
documents into four categories.

3.1.1. Doc2Vec approach

Doc2Vec represents documents into dense vectors named document or paragraph embeddings.
This algorithm extends the idea of Word2Vec [29, 30], adding a new paragraph representation
that is trained along word embeddings to develop document-level embeddings so that documents
of differing lengths can be represented by fixed-length vectors [6]. These dense document vectors
can be obtained by concatenating the paragraph vector with the word vectors to predict a target

2https://github.com/scikit-learn-contrib/imbalanced-learn
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word, or predicting sample words from the paragraph using the paragraph vector. These two
implementations of Doc2Vec are named PD-DM and PD-DBOW, respectively. The Doc2Vec
models are obtained from Gensim library [31]. We explore the use of PD-DM, PD-DBOW, and
the combination of both models as feature extractors for this classification task.

The classifiers tested were Naive Bayes (NB), Random Forest (RF), Logistic Regression with
L1 and L2 regularization (LR1 and LR2, respectively), Elastic Net, and Support Vector Classifier
(SVC).

The data processing for this approach consists of different steps. The ftfy package [32]
is used to repair Unicode and emoji errors, and the ekphrasis package [33] for lower-casing,
normalizing percentages, time, dates, emails, phones and numbers. Abbreviations are expanded
using contractions package3 and word tokenization, stop-word removal, punctuation removal,
and word lemmatization is carried out using the NLTK toolkit [34].

3.1.2. Transformers approach

In this approach, we use different transformer-based models to classify the Task A news.
The models tested were T5 small and T5 base [7], Longformer base [6], RoBERTa base [8]
and DistilRoBERTa base [8, 35]. The data processing procedure for this approach consists of
repairing Unicode and emoji errors with ftfy package [32] and normalizing emails, phones and
URLs with ekphrasis package [33].

Finally, the model with the best performance on the development set is selected to boost its
performance by incorporating more data from related tasks: Kaggle’s KDD20204 and Clickbait
news detection5 competitions. KDD2020 competition consists of distinguishing fake claims
from authentic ones. On the other hand, Clickbait detection is focused on classifying articles
into news, clickbait, and other.

3.2. Task B

The proposed approach for Task B is based on transformer-based models. The models tested
were: Electra base [9], T5 base [7], RoBERTa base [8] and DistilRoBERTa base [8, 35]. As for
the transformer-based model approach for Task A, the data processing procedure consists of
repairing Unicode and emoji errors with ftfy package [32] and normalizing emails, phones and
URLs with ekphrasis package [33].

In addition, multi-task training was explored in the case of the T5 base model. The model was
trained on Task B and Kaggle’s Ag News task6. Ag News is a topic classification competition
with 120k news grouped into 4 categories: World, Sports, Business, and Sci-Tech.

3https://github.com/kootenpv/contractions
4https://www.kaggle.com/c/fakenewskdd2020/overview
5https://www.kaggle.com/c/clickbait-news-detection
6https://www.kaggle.com/amananandrai/ag-news-classification-dataset
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Table 3
Performance of Doc2Vec models in Checkthat! lab CLEF2021 development set. Performance is reported
as macro-averaged F1-score×100.

Model Data input Classifier F1-score

PV-DM Title RF 25.81
PV-DBOW Title LR2 23.67
PV-DM Body LR2 22.74
PV-DBOW Body NB 27.72
PV-DM & PV-DBOW Title LR2 29.23
PV-DM & PV-DBOW Body NB 24.96
PV-DM & PV-DBOW Title & Body LR2 25.93

Table 4
Performance of Transformer-based models in Checkthat! lab CLEF2021 Task A development set. Per-
formance is reported as macro-averaged F1- score×100.

Model Train data Data input Oversampling Sliding window F1-score

T5 small Checkthat! Title True False 34.52
T5 base Checkthat! Title & Body False True 37.11
Longformer base Checkthat! Body False True 45.59
RoBERTa base Checkthat! Body True True 48.62
DistilRoBERTa base Checkthat! Body True True 50.96
DistilRoBERTa base Checkthat! & KD2020 Body True True 42.17
DistilRoBERTa base Checkthat! & Clickbait Title True True 35.37

4. Experiments and Results

4.1. Task A

Table 3 reports the performance of Doc2Vec models evaluated in the development set. The best
macro F1-score (29.23%) is achieved using the title field as input data and combining features
from PV-DM and PV-DBOW models with Logistic Regression classifier with L2 regularization.
Remarkably, this same approach worsens when the input data includes the body text field:
24.96% F1-score only with body text and 25.93% F1-score with title and body texts.

Regarding the transformer-based model approach, Table 4 details the performance of the
models, the training data, the type of data input, and if oversampling and sliding window
techniques are used during training.

As expected, our experiments show that state-of-the-art transformer-based models outper-
form the classical Doc2Vec algorithms. The best performance, 50.96% macro-averaged F1-score,
is achieved with DistilRoBERTa base, a distilled version of RoBERTa base, using the body field
from Checkthat! data as data input with oversampling and sliding window for dealing with
long texts. The hyperparameters selected for this model were polynomial decay scheduler
with warmup, one step for gradient accumulation, 0.04731 as weight decay, and learning rate
equals to 9.468e-5. Significantly, the performance of the model obtained using the same hyper-
parameters without oversampling and without sliding window was 39.61% macro-averaged



Table 5
Performance of transformer-based models in Checkthat! lab CLEF2021 Task B development set. Per-
formance is reported as macro-averaged F1- score×100.

Model Train Data Data Input Oversampling Sliding Window F1-score

Electra base Checkthat! Body True True 87.08
T5 base Checkthat! Title and Body True False 82.49
T5 base multitasking Checkthat! and Ag News Title True False 33.87
DistilRoBERTa base Checkthat! Body True False 88.82
RoBERTa base Checkthat! Title and Body True False 91.22

F1-score. Remarkably, the introduction of new related data from KDD2020 and Clickbait news
detection competitions did not improve the performance on Checkthat! lab Task A. Moroever,
the Clickbait task has a more noticeable impact on performance, suggesting that less related
tasks have more impact on performance.

The official test results for the best model on the development set, DistilRoBERTa base, are
shown in Table 6.

4.2. Task B

Table 5 compares the performance of the different transformer-based models evaluated on
Checkthat! Task B development set.

All the models get the best performance applying oversampling. Unlike Task A, the sliding
window technique does not seem crucial for the topic classification. The reason could be due in
part to the different complexity of the tasks. The classification of news articles according to the
veracity of their information requires a high level of text comprehension. On the other hand,
the topic analysis may not require such a high level of comprehension, and using the sliding
window technique could be not as important.

Turning now to the T5 base model multi-task training, we can note from Table 5 that multi-
task training on Ag News and Checkthat! lab Task B reduces the performance from 82.49% to
33.87% of the T5 base model on Task B compared with the T5 base model exclusively fine-tuned
for Task B.

Finally, the best macro-average F1-score (91.22%) is obtained by RoBERTa base model trained
using the title and body text fields from Checkthat! lab Task B data with oversampling and
without sliding window. The hyperparameters used for training this model were constant
schedule with warmup, one step for gradient accumulation, one as weight decay, and the
learning rate equals 5.583e-5. This model was submitted to the competition, and the official test
result is shown in Table 6.

5. Conclusion

In this work, we have proposed a NLP approach for misinformation detection Task A and
topic classification Task B from the CLEF2021 Checkthat! lab Task 3 [4, 15]. Our work has
led us to conclude that transformer-based models fine-tuned explicitly for the tasks have
achieved the best performance. In Task A, the results indicate that the transformer-based models



Table 6
Official results of the subtasks from CLEF2021 Checkthat! lab Task 3. Performance is reported as
macro-averaged F1- score×100.

Model Task Training Data F1-score

DistilRoBERTa base A Checkthat! 41.43
RoBERTa base B Checkthat! 67.65

outperform the classical Doc2Vec model. Oversampling proves to be a valuable technique to deal
with unbalanced data in both tasks. However, the sliding window technique to overcome the
maximum length transformers’ limitation shows different effects in Task A and Task B. Finally,
we achieved a macro-average F1-score of 41.43% in Task A and 67.65% in Task B. In future work,
we will most likely test new architectures, such as Hierarchical Attention Networks, and add
more related data to boost the transformer-based model performance.
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