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approach to fake news detection
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Abstract

The success of a text classification approach depends to a large extent on the data that it is trained on.
The adaptation of a model with thousands of weights, such as BERT, usually requires large amount of
data. CLEF 2021 CheckThat! Lab for fake news detection offers a challenging multi-class task with
relatively small data set to train on. The experiments, which include BERT fine-tuning, together with a
couple of simpler algorithms, produce average results, and hardly overcome model and data size limita-
tions. Nevertheless, they show a potential to be successful if implemented properly.
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1. Introduction

This year's edition of CLEF CheckThat! Lab [1][2][3] consists of three tasks, which if connected,
could represent a comprehensive approach to the verification of a news article.
1. Check-Worthiness Estimation
2. Detecting Previously Fact-Checked Claims
3. Consists of two sub-tasks[4][5]:
« Sub-task A - multi-class fake news detection of news articles
« Sub-task B - topical domain classification of news articles

This paper describes developments in the third of the above tasks. The provided data consists
of the headline and text of the news, with separate sets for each of the sub-tasks. The classes in
which a news item may fall are the following:

+ Sub-task A - true, false, partially false, other
« Sub-task B - health, crime, economy, elections, climate, education

2. Related work

Early methods for recognizing fake news are based on statistical and linguistic text charac-
teristics. Gravanis et al. [6] make a comparison of such early methods, with emphasis on the
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features that are extracted from text. Some of the feature categories are language complexity,
expressiveness, affect, bias, etc. These approaches rely on the idea that the writing style differs
in fake news. The authors compare various classification algorithms on different fake news
data sets in a bid to provide a benchmark for the task. The reported accuracy results show
significant dependence on data set size. The best performing algorithms, SVM and AdaBoost,
classify over 90% of the news articles successfully if there are at least few thousand samples,
while this percentage is between 60 and 70 if the text documents are just few hundreds.

In modern methods the content of the text is used. Jwa et al. [7] propose a BERT model, trained
on CNN and Daily Mail news articles, and subsequently applied to the FNC-1 challenge[8].
Although the FNC-1 challenge is not a straight classification and is actually a different task that
involves title to body stance detection, the described approach and the data set itself can be
leveraged in other fake news detection problems.

Nasir et al. [9] apply a combination of convolutional and recurrent neural networks whose
inputs are popular word embedding such as GloVe[10]. Their best performing hybrid model
consists of six layers, which include embedding, 1-D convolution, 1-D max pooling and LSTM.
They validate their model on two differently sized data sets, reporting F1-score of nearly 99%
for the big one and 60% for the small one. One thing to note is that these data sets represent a
binary classification task.

3. Training data and working environment

3.1. Sub-task A data

900 news items are provided, each consisting of a headline and text content, distributed in
four classes of misinformation[11]. About 52 percent of the items are labelled as FALSE, i.e.
real news, and about 16 percent are labelled as TRUE. The rest are 24 percent and 8 percent,
respectively for PARTIALLY FALSE and OTHER.

The articles are of different length, with most of them between 100 and 1000 words. Figure 1
shows the relationship between the articles and their length.

3.2. Sub-task B data

318 articles that are a subset of those in sub-task A, additionally labelled by topic domain. The
largest group is health articles, about 40 percent, and the smallest is education - 8 percent.
3.3. Working environment

The developments are done using Google Colaboratory Python IDE that provides about 15GB
of GPU, which is important for BERT models application.
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Figure 1: Number of articles according to their length, measured in words.

4. Implementation details

4.1. Articles title use

The best option is to determine the stance between the text of the news article and its title and
then use this as a starting point or a parameter for the classification. This is not done because
a separate classifier must be trained on a specifically labelled set of data, such as FNC-1[8].
Therefore, this issue is addressed separately for each of the approaches, usually experimenting
with both options - text contents only, or concatenation of article and text.

4.2. Including additional training data

Considering that the available training data set is small, additional sources of similar fake news
challenges can be included. Unfortunately, with these sources the prediction task is different,
usually a binary classification. Given that the evaluation metric is F1-macro, which does not
take label imbalance into account, changing the original class distribution during training and
thus suppressing the minor class, seriously degrades the evaluation score.

4.3. Training data split

Although the data set is small, the separation is static without cross-validation. 10 percent is set
aside for testing.
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Figure 2: Confusion matrix for the results of applying Multinomial Naive Bayes classification on TF-
IDF presentation of articles, with a limit of 500 most common stems that occur in the text. The results
are for sub-task A over a test set of 10% of all articles.

5. Developments

5.1. Baseline - Naive Bayes

The text is cleared of everything possible (stop words, numbers, punctuation, etc.) and stemming
is applied to the words. In sub-task A, the title is used, while in sub-task B it is not.

Multinomial Naive Bayes classification is applied. Before that, the documents are converted
to TF-IDF vectors and only the most frequent stems are used for vocabulary. For sub-task A,
limiting to the most common 500 stems surprisingly, given the simplicity of the method, leads
to some meaningful results. For sub-task B, the optimal value is 200. Only single stems, i.e.
uni-grams, are considered.

The results for sub-task A are shown in Figure 2. The predictions are not really diverse and
the score is quite poor - F1-macro is 0.39. Nevertheless, the news articles declared by the model
to be fake are in fact such. In addition, some meaning can be sought in the wrong cases. For
example, the four articles classified as partially false, that are truly fake. The opposite case
is an article that is classified as fake, but in fact is partially untrue. All this comes as a prove
that there is some underlying logic in the text, which if extracted, can be used to judge the
authenticity of a news article.

For sub-task B, the results are much closer to the goal and the value for the F1-macro metric
is 0.81, which is good enough, considering how simple the model is.

5.2. Word embedding with GloVe

The idea is to get a vector with some dimensionality for each word in the text. The word vectors
can then be:

+ Averaged and passed as parameters to a classification algorithm.



+ Used in raw form by specifying a fixed number of words for all text articles. Thus, the
long articles are cut and the short ones are complemented with padding. In this form, the
vectors are fed to a neural network in which the first layer is an Embedding layer.

An obvious disadvantage is that information is lost in texts longer than the selected
number of words. On the other hand, a higher number means more weights need to be
learned by the neural network.

GloVe[10] provides pre-trained models that differ in output vector size and training source.
The one used in the experiments, glove-wiki-gigaword-100, provides word embedding with
size 100 and is trained on Wikipedia and Gigaword text corpus. The experiments produce the
following results:

« When averaging the vectors, XGBoost[12] with tree-based booster and 200 estimators
gives 0.47 and 0.80 for the two sub-tasks, respectively.

+ By training a neural network for 8 epochs with the vectors of the first 1000 words of each
article, F1-macro for sub-task A is 0.51. The network architecture has the Embedding
layer and two LSTM layers, consisting of 64 and 32 neurons. For optimizer is used Adam
with learning rate of 0.01 and categorical cross-entropy as a loss function.

For sub-task B none of the tested network architectures returns a good result.

5.3. BERT fine-tuning

The pre-trained BERT models combine word embedding and a multilayer neural network with
weights trained on a huge corpus of texts. The fine-tuning of such a model basically means
several epochs of additional training on texts for the specific classification task. The authors of
BERT recommend this to be done in two, three, or four epochs[13].

The Hugging Face implementation[14] is used and in particular experiments were performed
with:

« BertForSequenceClassification - implementation of the original BERT[13] model with a
linear classifier on top of it.

«+ RobertaForSequenceClassification - implementation of RoBERTa[15] with a linear classi-
fier on top of it.

A major limitation of this approach is that these models can ingest up to 512 tokens as input.
In addition, they are so large that the resources in Google Colaboratory are not enough to
process more than about 400 for batch size of 10 text documents. However, in case of small
number of training documents, even this number of input tokens could be too high to be able
to achieve decent classification results.

One decision that can be made is where to cut those 400 tokens from - beginning of text, the
middle part, or the end. Experiments show that cutting from the beginning produces better
results than the other two options.

Applying BertForSequenceClassification to sub-task A produces F1-macro value of 0.46 with
300 tokens as input and training for 4 epochs. It is somewhat surprising that there are almost
no mistakes in news longer than 1000 tokens. Prediction results by text length are shown in
Figure 3.
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Figure 3: Text length of the predicted news articles by BERT model for sub-task A. The largest number
of erroneous predictions were made in articles with length of 500 to 1000 tokens. Although only the
first 300 tokens of each news item are submitted to the model, there are just few errors in texts longer
than 1000 tokens.
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Figure 4: Confusion matrix for the prediction results by BERT for sub-task B over testing set of 10% of
all articles. The classification domain is quite common and the model does well.

With the difference that it requires more epochs for training, RobertaForSequenceClassifica-
tion does not show significant improvement.

For sub-task B, despite the limited amount of sample news articles, the pre-training of the
BERT models provides good enough background for classification, and the results are satisfactory.
Again, only the first 300 tokens are used, with 3 learning epochs. The F1-macro score is 0.93.
Results® visualization is shown in Figure 4.



Table 1
F1-macro score summary of the results obtained during training.

F1-Macro

Model Sub-task 3a Sub-task 3b
Naive Bayes on TF-IDF 0.39 0.81
XGBoost on averaged GloVe word
vectors 0.47 0.80
NN with Embedding layer and 2 LSTM
layers on first 1000 tokens 0.51 N /A
BertForSequenceClassification fine-
tuning using first 300 tokens 0.46 0.93

6. Results and conclusion

Table 1 shows a summary of all the described approaches to the task. Although for sub-task
A the expectations for decent results using BERT were not met, this model generalized better.
Applying it to the labelled test set after the competition ended, the results were close to those
obtained during training, while the other methods’s score was down by a margin.

The main direction of further development is the inclusion of article titles as an input. For
the purpose, a separate classifier can be trained on FNC-1 data.

Another development direction is to divide longer texts into paragraphs or sentences thus
supplying the BERT model with text in pieces. On the one hand all the information from the
text will be used, but on the other hand valuable context can be lost.
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