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Abstract
In this paper, we present our participation in CLEF 2021 CheckThat! Lab’s Task 1 on check-worthiness
estimation in tweets. We explore how to ne-tune transformer models e‌ectively by changing the train
set. The methods we explore include language-specic training, weak supervision, data augmentation
by machine translation, undersampling, and cross-lingual training. As our primary model submitted
for ocial results, we ne-tune language-specic BERT-based models using cleaned tweets for each
language. Our models ranked 1𝑠𝑡 in Spanish and Turkish datasets. However, our rank in Arabic, Bul-
garian, and English datasets is 6𝑡ℎ, 4𝑡ℎ, and 10𝑡ℎ, respectively.

Keywords
Check Worthiness, Fact Checking, Data Engineering

1. Introduction

Social media platforms provide a suitable environment to easily communicate with other people.
Therefore, many people enjoy the freedom of speech on these platforms by sharing any message
they want. However, the very same platforms can be also used to spread misinformation, which
has a huge negative impact on society such as massive stock price changes1, vaccine hesitancy2,
and using dangerous chemicals for medical treatment3.

Many journalists combat against spread of misinformation by investigating veracity of claims
and sharing their ndings with the public via fact-checking websites such as Snopes4 and
PolitiFact5. While these fact-checking websites are vital in the combat against misinformation,
the problem continues to exist because false news spread faster than true news [1], and fact-
checking is an extremely time-consuming process [2]. Therefore, we urgently need systems
assisting fact-checkers in the combat against misinformation.
Building systems that automatically detect veracity of claims is the ultimate goal for fact-

checking studies. However, building a “perfect" fact checking system will not prevent spread of
misinformation and its negative outcomes, if people continue to share everything they see on
Internet. Therefore, we believe that we also need systems that warn social media users when
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they share a check-worthy claim to allow them to re-think sharing it. In addition, these systems
can help human fact-checkers to detect claims to be fact-checked, allowing them to spend their
precious e‌orts for the most important claims. Therefore, many researchers focused on how to
detect check-worthy claims [3, 4]. CLEF has been organizing CheckThat! Labs which cover
detecting check-worthy tasks since 2018 [5, 6, 7].
In this work, we explain our participation in Task 1A on Check-Worthiness Estimation in

Tweets [8] of CLEF 2021 CheckThat! Lab [9]. The task covers tweet datasets in ve di‌erent
languages including Arabic (AR), Bulgarian (BG), English (EN), Spanish (SP), and Turkish (TR).
We investigate several methods to e‌ectively ne-tune transformer models for each language.
In particular, we explore ve di‌erent methods: 1) ne-tuning a language-specic transformer
model for each language, 2) balancing label distribution by undersampling the majority label, 3)
data augmentation using machine translation, 4) weak supervision, and 5) cross-lingual training.

In our experiments on the development set, we observe that ne-tuning a language-specic
model with cleaned tweets yield the best results for all languages. Therefore, we pick it as our
primary model and submit its output for the ocial ranking. We are ranked rst in Turkish and
Spanish datasets. However, our rank for Arabic, Bulgarian, and English is 6𝑡ℎ, 4𝑡ℎ, and 10𝑡ℎ,
respectively. Our experiments on the test data also show that our undersampling method for
Arabic yields higher results than our primary model. In addition, using original tweets instead
of cleaned ones yields much higher performance than our submitted results for Bulgarian and
English datasets.
The organization of the paper is as follows. We discuss related work in Section 2. Section 3

explains our methods. We present experimental results in Section 4 and conclude in Section 5.

2. Related Work

One of the rst check-worthy claim detection models is ClaimBuster [2]. It uses many features
including part-of-speech (POS) tags, named entities, sentiment, and TF-IDF representations
of claims. Patwari et al. [10] use topics from the presidential debates between 1976 and 2016,
POS tuples, entity history, and bag-of-words as features. Gencheva et al. [11] propose a neural
network model with a long list of sentence level and contextual features including sentiment,
named entities, word embeddings, topics, contradictions, and others. Jaradat et al. [12] extend
the model of Gencheva et al. for Arabic by using similar features. Vasileva et al. [13] propose a
multi-task learning model to detect whether a claim is fact-checked by reputable fact-checking
organizations.
CLEF has been organizing CheckThat! Labs (CTL) since 2018. Seven teams participated in

the rst organization, CTL’18, which covers English and Arabic claims [5]. They investigated
various models like recurrent neural network (RNN) [14], multilayer perceptron [15], random
forest (RF) [16], k-nearest neighbor (kNN) [17] and gradient boosting [18] with di‌erent sets of
features such as bag-of-words [15], character n-gram [17], POS tags [14, 18, 15], verbal forms [15],
named entities [18, 15], syntactic dependencies [15, 14], and word embeddings [14, 18, 15]. Prise
de Fer team [15] achieved the best MAP scores using bag-of-words, POS tags, named entities,
verbal forms, negations, sentiment, clauses, syntactic dependency, and word embeddings with
SVM-Multilayer perceptron learning on the English dataset. On the Arabic dataset, BigIR



team [18] outperformed the others using POS tags, named entities, sentiment, topics, and word
embeddings, as features.
In CTL’19, 11 team participated in the check-worthiness task which has been organized for

only English. Participants of the task used many learning models such as LSTM, SVM, naive
bayes, and logistic regression (LR) with many features including readability of sentences and
their context [6]. Copenhagen team [19] achieved the best overall MAP score using syntactic
dependency and word embeddings with weakly supervised LSTM model.

In CTL’20, two tasks, Task 1 and Task 5, have been organized for check-worthiness [7]. While
Task 1 covers tweets in Arabic and English, Task 5 covers English debates. Participants of
Task 1 used BERT [20, 21, 22, 23, 24], RoBERTa [21, 25] BiLSTM [26, 27], CNN [24], RF [28],
LR [20], and SVM [23] models with various features such as FastText [20, 28], Glove [27], PCA
[23], TF-IDF [28], POS tags [20, 23], and named entities [23]. Accenture team [21] achieved
the best MAP score in both datasets using BERT model for Arabic and RoBERTa model for
English. Participants of Task 5 used BERT [20], LR and LSTM models with TF-IDF, word
embedding and POS tag features [29]. Team NLPIR01 is ranked rst using LSTM model with
word embeddings. They also explore di‌erent sampling methods but report that they do not
improve the performance.

3. Proposed Methods

In our work, we investigated how to train transformer models e‌ectively. The methods we
use include language-specic training (Section 3.1), balancing label distribution (Section 3.2),
data augmentation using machine translation (Section 3.2), weak supervision (Section 3.4), and
cross-lingual training (Section 3.5). Now we explain our methods in detail.

3.1. Language-Specific Training

Prior work showed that ne-tuning transformer models pre-trained for a single language
yields great performance in various NLP tasks, outperforming several state-of-the-art mod-
els [30]. Therefore, in this method, we use a language-specic transformer model for each
language. In particular, we use BERTurk6, AraBERT [31], BETO7, and BERT base model [30]
for Turkish, Arabic, Spanish, and English, respectively. For Bulgarian, we use a pre-trained
RoBERTa model8. We ne-tune each model with the respective training data. In this method,
we explore two di‌erent approaches: 1) language-specic models ne-tuned using the original
tweets (𝐿𝑆𝑀𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙_𝑡𝑤𝑒𝑒𝑡𝑠), and 2) language-specic models ne-tuned using cleaned tweets
(𝐿𝑆𝑀𝑐𝑙𝑒𝑎𝑛𝑒𝑑_𝑡𝑤𝑒𝑒𝑡𝑠) in which we remove all mentions and URLs from tweets.

3.2. Balancing Label Distribution

In a random sample of tweets, it is less likely to encounter check-worthy claims, yielding
imbalanced data distribution. We also observe this situation in the datasets shared for Task 1A

6https://huggingface.co/dbmdz/bert-base-turkish-cased
7https://huggingface.co/dccuchile/bert-base-spanish-wwm-cased
8https://huggingface.co/iarfmoose/roberta-base-bulgarian



(See Table 2). The ratio of check-worthy tweets in the train set is 22%, 13%, 35%, 8%, and 38% for
Arabic, Bulgarian, English, Spanish, and Turkish, respectively.

Imbalanced label distribution can negatively a‌ect the learning process for models. In order
to make the dataset fully balanced, we can oversample check-worthy claims or undersample
not-check-worthy claims. Yasser et al. [18] report that oversampling do not improve their
model’s performance on check-worthy claim detection. Therefore, we investigate undersam-
pling approach by setting the check-worthy claim ratio same for all languages, to make a
fair comparison across languages. However, having a fully balanced dataset (i.e., the same
amount of tweets for each label) would cause removing many tweets. Therefore, we make the
check-worthy claim ratio 30% of the train set by undersampling. In particular, we undersample
not-check-worthy claims in Arabic, Bulgarian, and Spanish datasets. Check-worthy claim ratio
for Turkish and English datasets is higher than 30%. Therefore, we undersample check-worthy
claims in these datasets. While undersampling the positive class might not be e‌ective, we do it
to make a fair comparison across languages. Subsequently, we remove mentions and URLs and
ne-tune language-specic models for each language, as mentioned before.

3.3. Data Augmentation Using Machine Translation

The amount of labeled data has a signicant impact on the trained models. However, labeling
is a costly and time consuming process. Therefore, in order to increase labeled data size
automatically, we exploit machine translation methods. In particular, for each language, we
translate tweets labeled as check-worthy in the other languages using Google Translate. Affier
translation, we remove mentions and URLs and ne-tune language-specic models for each
language. This method also reduces the imbalanced label distribution problem. For instance,
the ratio of check-worthy claims for Spanish dataset increases to 50.8% by this method.

3.4. Weak Supervision

Another way to increase the labeled data size is weak supervision [32]. Therefore, we use the
following weak-supervision method. We rst rank words based on their frequency in each
dataset, and manually select 10 words, which are related to the topic of the respective datasets,
among the most frequent 100 words. Table 1 shows these keywords. Then we crawl 500 tweets
tracking each of these words separately using Twint9 tool, yielding 5000 tweets in total for
each language. Subsequently, we label these collected tweets using XLM-R [33] model which
is ne-tuned using cleaned tweets of the respective train data. Finally, we remove URLs and
hashtags from the tweets and ne-tune our language-specic transformer models for each
language using the training data and tweets labeled by our XLM-R model.

3.5. Cross Lingual Training

Multilingual transformer models enable training models with labeled data in a particular
language and use the trained model for another language. Therefore, they have great potential
for further advancements in NLP, especially for low-resource languages. In this method, we

9https://pypi.org/project/twint



Table 1
Selected Words to Collect Additional Tweets

Arabic Bulgarian English Spanish Turkish
A
	
KðPñ» българия covid19 españa yüzde
�
HAK
ñ�

	
�Ë @ случаи virus gobierno milyar

�ðQ�

	
®K. заразени people millones türkiye

�
éK
ñ�

	
�Ë @ кризата cases sánchez dolar

I. ª
�
�Ë@ пандемията health personas istanbul

�
éj�Ë@ ваксина testing euros belediye
�
éK. A�@



разпространението confirmed gobierno ticaret

Ég. A« мерките coronavirus madrid seçim
�
èP@ 	Pð европа hospital poĺıtica ülkeler

©J
J.¢
�
JË @ денонощие patients contra enflasyon

explore whether cross-lingual training is e‌ective to detect check-worthy claims. In particular,
for each language pair, we combine their train set and ne-tune mBERT [30] model using the
combined dataset. Subsequently, the ned-tuned model can be used for all ve languages.

4. Experiments

In this section, we rst explain our experimental setup (Section 4.1). Then we present our results
on the development and test sets. (Section 4.2)

4.1. Experimental Setup

Dataset. The datasets shared by the shared-task organizers are divided into train, development,
and test sets for each language. Table 2 shows data and label distribution for each dataset. In
our experiments with the development set, we use the train sets of languages (and additional
data we get with our methods explained in Section 3) to ne-tune models. In our experiments
with the test set, we also add the development set of each language to their train data to ne-tune
models.

Table 2
Data and Label Distribution for Each Language.

Train Development Test
Language Topic CW Not CW CW Not CW CW Not CW
Arabic miscellaneous 763 2676 265 396 242 358

Bulgarian covid-19 392 2608 62 288 76 281
English covid-19 290 532 60 80 19 331
Spanish politics 200 2295 109 1138 120 1128
Turkish miscellaneous 729 1170 146 242 183 830



Table 3
Model Names

Language Model Name Batch Size Epoch
Arabic AraBERT 6 1
Bulgarian RoBERTa Base for Bulgarian 6 3
English BERT Base 3 3
Multilingual mBERT 6 1
Spanish BETO 6 1
Turkish BERTurk 6 3

Implementation. We use ktrain10 library to ne-tune our models. In order to set parameters
of each model, we conducted (not reported) experiments on the development set with various
congurations and picked the best performing one for each model. In particular, the parameters
of each model we use are shown in Table 3. We set learning rate to 5e-5 for all models.

4.2. Experimental Results

4.2.1. Results on the Development Set

We rst evaluate the performance of each model we propose in the development set in order to
pick the model to be submitted as our primary model. Table 4 shows average precision (AP)
scores of our cross-lingual approach for each language pair.

Table 4
AP Score of Cross-lingual Training on the Development Test. Best score for each language is written in
bold.

Languages for Training Arabic Bulgarian English Spanish Turkish
AR + SP 0.349 0.274 0.457 0.118 0.451
BG + AR 0.512 0.194 0.481 0.077 0.372
BG + SP 0.386 0.362 0.477 0.187 0.522
EN + BG 0.252 0.152 0.536 0.140 0.511
EN + AR 0.713 0.241 0.564 0.156 0.505
EN + SP 0.183 0.195 0.410 0.269 0.417
TR + BG 0.433 0.505 0.607 0.121 0.585
TR + EN 0.532 0.264 0.610 0.135 0.601
TR + AR 0.606 0.214 0.507 0.090 0.536
TR + SP 0.300 0.189 0.495 0.298 0.556

For each language, we achieve the best result when one of the languages in the train set is same
with the language of the development set. Interestingly, even though Turkish is linguistically
the most distant language to others, using Turkish as one of the languages in the train set yields
the best results for Bulgarian, English, Spain, and Turkish. This might be because the ratio of
check-worthy tweets in the train set of Turkish dataset is higher than all other languages. In
addition, using English as one of the languages in the train set yields the best performance

10https://pypi.org/project/ktrain



for three languages (i.e., Turkish, Arabic, and English). This might be because of mBERT’s
capability to represent English texts better than other languages.
Table 5 shows results of our other methods on the development test. 𝐿𝑆𝑀𝑐𝑙𝑒𝑎𝑛𝑒𝑑_𝑡𝑤𝑒𝑒𝑡𝑠

yields the best performance for all languages. Therefore, we use it as our primary model for our
participation in the shared-task. In addition, we observe that data augmentation with translation
yields the lowest score in most of the cases, suggesting that check-worthiness of claims vary
across nations.

Table 5
AP Score in the Development Test Using Language Specific Transformer Models. Best score for each
language is written in bold.

Model Name Arabic Bulgarian English Spanish Turkish
𝐿𝑆𝑀𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙_𝑡𝑤𝑒𝑒𝑡𝑠 0.714 0.466 0.601 0.489 0.694
𝐿𝑆𝑀𝑐𝑙𝑒𝑎𝑛𝑒𝑑_𝑡𝑤𝑒𝑒𝑡𝑠 0.755 0.528 0.712 0.544 0.701
Undersampling 0.755 0.489 0.526 0.444 0.573
Weak supervision 0.702 0.413 0.673 0.422 0.684
Data Augmentation w/ Translation 0.618 0.351 0.536 0.149 0.571

4.2.2. Results on Test Test

We submit our results for 𝐿𝑆𝑀𝑐𝑙𝑒𝑎𝑛𝑒𝑑_𝑡𝑤𝑒𝑒𝑡𝑠 model. Table 6 presents AP score and rank of our
submitted results. We are ranked rst for Turkish and Spanish languages based on AP score.
However, our models do not achieve a high ranking for the other languages.

Table 6
AP Score and Rank of Our Submissions.

Language Result Rank
Arabic 0.575 6

Bulgarian 0.149 4
English 0.081 10
Spanish 0.537 1
Turkish 0.581 1

In order to further investigate the performance of our models, we report performance of
each model on the test set in Table 7. For the cross-lingual training approach, we use the best
performing model in the development set for each language. In particular, we report results
for mBERT model trained with TR+BG tweets for Bulgarian, TR+EN tweets for English and
Turkish, TR+AR tweets for Arabic, and TR+SP tweets for Spanish.

Comparing our results for the development and test sets, we observe that performance of
models change dramatically across datasets. In the development set, ne-tuning language
specic models with cleaned data yields the best scores in all datasets. However, in the test
set, it yields the best results for only Turkish and Spanish. For Arabic, undersampling yields
0.622 AP score, outperforming the participant ranked 2𝑛𝑑 in the ocial results of the shared-
task. In addition, we observe that removing mentions and URLs has negative impact on the



Table 7
AP Score in Test Set. Best score for each language is written in bold.

Model Name Arabic Bulgarian English Spanish Turkish
𝐿𝑆𝑀𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙_𝑡𝑤𝑒𝑒𝑡𝑠 0.600 0.548 0.172 0.505 0.553
𝐿𝑆𝑀𝑐𝑙𝑒𝑎𝑛𝑒𝑑_𝑡𝑤𝑒𝑒𝑡𝑠 0.575 0.149 0.081 0.537 0.581
Undersampling 0.622 0.241 0.158 0.522 0.580
Weak supervision 0.546 0.217 0.156 0.489 0.535
Data Augmentation w/ Translation 0.524 0.228 0.126 0.457 0.489
Cross-Lingual Training 0.543 0.532 0.151 0.149 0.443

language-specic models for Bulgarian and English. 𝐿𝑆𝑀𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙_𝑡𝑤𝑒𝑒𝑡𝑠 yields 0.171 AP score
in the English dataset, outperforming the participant ranked 3𝑟𝑑 in the ocial results of the
shared-task.

5. Conclusion

In this paper, we present our participation in Task 1A of CLEF 2021 CheckThat! lab. We
explore several methods to ne-tune transformer models e‌ectively by changing the train
set. In particular, we investigate ve di‌erent methods including language-specic training,
undersampling, data augmentation with machine translation, weak supervision, and cross-
lingual training. Our experiments on the development set show that ne-tuning a language
specic transformer model with cleaned tweets yields the highest performance. Therefore, we
submit our results using this model. We are ranked rst for Turkish and Spanish datasets in the
ocial ranking. However, the models we submitted for other languages did not achieve the same
performance. Our experiments also show that data augmentation with machine translation and
weak supervision generally do not yield high performance.

In the future, we plan to investigate how our methods’ performance can be increased by better
parameter tuning and more sophisticated weak-supervision and data augmentation methods. In
addition, we think that developing subject-specic check-worthy claim detection models might
be an e‌ective solution for this problem.
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