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Abstract
Radiology reports are texts that include the description and interpretation of ultrasound images. The au-
tomatic processing of these texts, if well performed, can help healthcare professionals and the diagnosis.
This work is part of the Information Extraction from Spanish radiology reports task (SpRadIE) of CLEF
eHealth 2021. Regarding the case of study of this work, it is remarkable the correct detection of unusual
findings because they can affect the patient‘s health. Furthermore, it can help health professionals and
researchers to be focused on problematic cases. Three different models have been proposed to face that
task, evaluating and comparing their performance. Conditional Random Field (CRF), Bidirectional Long
Short-Term Memory-Conditional Random Field (BiLSTM-CRF) and Bidirectional Encoders Representa-
tion from Transformers(BERT). With BiLSTM-CRF, two different approaches have been used: the use
of randomized initialized vectors and the use of a pre-trained word embedding in Spanish. Both will
appear more detailed in the paper. The task is complex and some of the reasons are: reports are written
in Spanish, the extensive number of types of entities and the ambiguity in the language used by the
doctors in the reports. The best results have been obtained by the CRF model, which has obtained a
Lenient F1 score of 77% for a dataset that contained most of the words in the training dataset and a 67%
of Lenient score for the dataset with words that are not present in the dataset used to train the model.
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1. Introduction

1.1. Motivation

Artificial Intelligence (AI) aims to create algorithms to make computers think smarter but a
computer is still being a machine of computing with a memory. Natural Language Processing
(NLP), a field of a AI, is a set of techniques to automatically ‘understand’ and create human
language. Nonetheless, it has to be clear that today computers can not think as humans do.
NLP it is a multidisciplinary field that involves many areas including Linguistics, Computer
Science and Psychology among others. NLP is an ambitious area of research and it includes
many tasks like: Information Retrieval, Information Extraction, Question-Answering, summa-
rization, Machine Translation, dialogue systems, among others .[1]
Information Extraction consists of structuring information from the texts. IE comprises thre
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main subtasks: Named Entity Recognition (NER), relation extraction and co-reference resolu-
tion. NER consists of identifying the type of word or expressions that appear within a text. It
is a crucial task for many NLP applications such as relation extraction, information retrieval,
machine translation, text simplification, text summarization.
SpRadIE task[2] (included in the CLEF eHealth 2021)[3] targets the detection of seven different
entities as well as hedge cues.[2] This paper describes the models that we have presented for
the task. The goal of this work is to explore different NER approaches for detecting findings
from radiology reports written in Spanish. Reports about patients in health services are essen-
tial as they collect the necessary information to understand the diseases or abnormalities of
a patient. The correct detection of unusual findings from radiology reports could help health
professionals and researchers to easily interpret these reports and accelerate the diagnostic of
possible conditions.[4]
Most existing NLP for extracting information are based on supervised machine learning, which
require annotated corpora for training and evaluating their models. Information extraction
techniques allows to effectively transform unstructured text to structured data, which could
bring benefits to the the radiology area. Nevertheless, it remains a complex task so that col-
laboration between radiologists, data scientists and engineers will be a key point to achieve
optimal results.[5] Unfortunately, there is a lack of these resources for other languages than
English. There have already been some research initiatives to promote research on information
extraction from clinical texts written in Spanish, such as the Cantemist Track for Cancer Text
Mining in Spanish.[6] or the ehealth knowledge discovery challenge[7].
SpRadIE 2021 aims to promote NLP research applied to the extraction of information from
radiology reports. Several challenges must be addressed in the task: the complexity of the
entities, the language in which reports are written (Spanish) and the fact that some reports do
not contain the same words than reports in the training dataset.

1.2. Objectives

The general objective of this project appears next:

To build a Named Entity Recognition (NER) system able to recognise entities in the
domain of radiology (ultrasound images) clinical reports written in Spanish.

That objective is decomposed into four more specific objectives:

• Review the main approaches used to extract information from clinical text, particularly,
from radiology reports.

• Explore different NER approaches for detecting the entities of the dataset provided by
the organisers of SpRadIE 2021.

• Evaluate and compare the performance of the proposed models to determine the weak
and strong points for each of them.

• Participate in the SpRadiE 2021 competition and submit the results of our three best
models.



2. Related work

Recently, the use of NLP in biomedical texts has increased [8]. It presents challenging problems
to deal with like discontinuous entities, misspellings, abbreviations, the low presence of some
entity types and the existence of ambiguity.

In the last years, many competitions of NLP applied to biomedical texts have tried to look
for good approaches to overcome these problems. These competitions are described in in [9].
The task of NER has been used to solve different problems in the biomedical domain, like the
anonymization of clinical reports[10] or the extraction of information in various subfields such
as pharmacovigilance[11, 12] or oncology[13]. This chapter is focused in the carried out works
performed in texts about clinical reports or more specifically in radiology reports.

Clinic report anonymization is necessary to ensure the protection of data from the patients and
during last years that task has been developed using NER systems. In [14], a NER system was
developed for anonymizing private data in radiology reports written in Spanish. The used ap-
proach is focused on neural networks with different architectures (LSTM-CRF, BiLSTM-CRF,
Convolutional-BiLSTM-CRF). The alternative was to use pattern matching but that implies
some negative aspects. For example: as it only considers exact patterns the context is not
taken into account and thus, plenty of information would be lost. Furthermore, mispelled
words could have a bad influence on results. For example: An example which is very explana-
tory is the Spanish surname ‘Cabeza’ (head). Approaches based on pattern matching would not
distinguish between the surname and this part of the body. The best results were obtained by
an BiLSTM-CRF: Bi-LSTM initialized with character embeddings and embeddings pre-trained
with Glove vectors and a CRF in its last layer.[14] This model obtained an F1 score of 92.63%
on the test data using their own radiology report dataset. It consists of 7,848 brain radiology
reports taken from the Medical Imaging Databank of the Valencia Region (BIMCV). To ensure
that retrieved reports contained personal information, only texts with more than two name
tags were selected. Only a third part was annotated. This model was also tested on the MED-
DOCAN challenge dataset, achieving an F1 score of 81%.

Another recent research [15] has tried to use NER for radiological reports in Japanese using
deep learning. The goal was to recognise mentions of the following entity types: observations,
clinical findings, anatomical location modifiers, certainty modifiers, change modifiers, char-
acteristic modifiers and size modifiers. Different neural networks were taken into account,
among them: BiLSTM-CRF, BERT and BERT-CRF. BiLSTM was the network that achieved the
highest F1 score with an F1 score of 95.36% using an in-house dataset. The in-house dataset
was built using 118,078 reports from the radiology information system at Osaka University
Hospital. The model was evaluated on external reports, providing an F1 score of 94.62% using.
These external reports were 77 chest CT reports from the Osaka International Cancer Institute
(OICI) [15]. For the optimization of the networks hyper-parameters, Optuna[16] which is a
recent software for optimization was used.

The main goal of the paper [17] was to develop a NER system to extract information from clin-



ical reports written in Chinese. The authors explored a deep learning approach and compared
it with a more traditional algorithm such as Condition Random Field (CRF). Two corpus were
used: one for training and evaluating the models and another for creating a word embedding
used later in the deep learning developed model. The dataset used for the training and eval-
uation of the models consists of 400 reports from the EHR database of Peking Union Medical
Collegue Hospital. The dataset contains four types of entities: medications, procedures, prob-
lems and lab tests. For the creation of the embedding, 36,828 reports were selected from the
same institute of China. The deep learning network consisted of a convolutional layer, fol-
lowed by a non-linear layer and several linear layers. Two different approaches were taken:
one where the input vectors were randomly initializated and another where the input vectors
are taken from the word embedding model trained on the second corpus. The results were:
91.9% F1-score for the CRF, 90.7% for the CNN with random initialization and 92.8% for the
CNN with word embeddings.

BERT is a general purpose language representation based on deep learning which takes into
account the context of a word by looking to the left and the right of the word at the same time.
It only needs a fine-tuning to adapt to a new particular dataset. BERT has widely used in NER
taks with very successful results. We now describe some of the most important works on the
clinical domain.

Kim and Lee proposed a slightly better modified version of BERT. This version consists of mod-
ifying the labelling strategy. The proposed labeling strategy for BERT was carried out due to
some peculiarities of the Korean language so it is not guarantee that in other languages the
use of that labelling system would improve the results. Furthermore, results are not much
different from the default BERT labels. The corpus was created by extracting texts from the
biggest questions and answers platform in Korean (Kin Naver) and a total of 536 answers were
retrieved. These texts were annotated with the following three entity types:diseases, symp-
toms and body parts. The authors also used another external dataset, the Exo Brain Korean
dataset. It consists of 10,000 sentences with five different entity types: person, location, time,
date and organization. Tokens were represented by using the IOB standard format. BERT and
BiLSTM-CRF methods were compared. Macro-averages for the created dataset were 83% of F1
score for BERT and 79% for BiLSTM-CRF. For the Exo brain dataset, the macro-averages of F1
score were 94% for BERT and 89% for BiLSTM-CRF.

The scope of the NER tasks comprises different approaches such as rule-based and deep learn-
ing. In Gorinski et al. addressed the NER task by appliying thre different approaches: a rule-
based method, a transfer learning approach and a deep learning model. Transfer learning
consists of training a model for a specific task and then using that model with some fine
hyper-parameter tuning to another problem. The authors used a Scottish radiology reports,
the TayExt dataset. This dataset contains brain images reports. Some of the types of entities
which appeared were: ischaemic strokes, hemorrhagic strokes, strokes, tumours, etc. The best
results were obtained by the hand-written rule-based approach with a 93% of total F1 score.
The second place was for the transfer learning approach using the SemEHR tool [20], with an
F1 score of 89. The third place was for the deep learning approach (LSTM-CRF) with an 80% of



F1-score. The rule-based approach achieved the best results, however this kind of approaches
needs from domain experts and takes longer to developed the rules. Moreover, these rules can-
not be used to recognize entity types of other subfields. On the other hand, one of the main
advantages of deep learning is that it does not requires domain experts.

SpRadIE proposes a challenging NER task since its dataset contains up to ten named entity
types. As it has been explained in the beginning of this section, it presents a challenging sce-
nario for developing a NER system. It is due to discontinuities, embedded entities, ambiguities,
abbreviations and imbalanced datasets among others. Moreover, radiology reports are written
in Spanish that although it is a language with presence in the domain of this task, it has been
less studied in NLP than English[21].

3. Methods

3.1. Data preprocessing

Texts were represented as vectors to feed the models with data. First, texts are split into sen-
tences and each of those sentences is divided into tokens( words). Then, those tokens were
assigned with a part of speech tag (PoS). We use Spacy, a python library for NLP. Moreover,
each token is represented following the BIOES-V token annotation format, where ‘B’ is used
for the beginning token of an entity, ‘I’ is used for tokens in the middle of entities, ‘E’ is a tag
used for indicating a token is the end of an entity, ‘S’ is used when the entity is composed only
by one token, ‘V’ is used when the token is part of a nested entity, and ’O’ is used for those
tokens that do not belong to an entity. Moreover, the position of the token in the sentence is
also considered. These BIOES-V labels are obtained by using the information from the annota-
tion files, which were provided in BRAT format.

In the case of the first approach for BiLSTM which uses random initialization of vectors, a vo-
cabulary is created using the words of the texts. It is done by assigning to each of the words
present in the texts a random vector. The counter part of random initialization, is that no rela-
tion between words is captured. Furthermore, the sentences for this model must have the same
length. In the case of longer sentences than the fixed one, truncation is applied to remove the
rest of tokens. In the case of sentences shorter than the fixed length, padding is applied.

The preprocessing of the BiLSTM network with the second approach (using a clinical Span-
ish embedding) is similar to the BiLSTM approach 1. The difference is that the vocabulary is
created by assigning to each word a vector from the word embedding model. This model can
capture the semantic relationships of the words in a corpus. As in the case of the BiLSTM
approach 1, the length of the sentences are fixed but no much values were checked.

BERT is a model that does not need the PoS tag, so it is not necessary to take it into account.
The way data are preprocessed to prepare them for the model is by tokenizing them with the
BERT tokenizer. That tokenizer divides the tokens of the input texts into smaller ones. In that
way, the length of wordpieces is larger than the list of tokens. BERT assigns a vector to each



token, similar to what was done for the BiLSTM networks and all the sentences are set to a
fixed length.

3.2. CRF

Our first approach is based on CRF [22]. This model was state-of-art for NER [23] before
the appearance of deep learning. It fits perfectly for the NER task and it is a good baseline
model to compare its results with more new approaches. Technically, it is a discriminative
probabilistic non directed graph model based on the maximum entropy and Hidden Markov
models. [24] The difference between discriminative and generative models is that generative
models learn the joint probability distribution 𝑝(𝑥, 𝑦), while discriminative models learn the
conditional probability distribution 𝑝(𝑦|𝑥) (where x is the sequence of observations and y the
sequence of output labels). In other words, generative models model the distribution of each
class and discriminative models the frontiers between them. [25]

Before exposing the formula of the model, some simplified notation is presented to facilitate
the labour of representation of the formula:

𝐹𝑗(𝑦 , 𝑥) =
𝑛
∑
𝑖=1

𝑓𝑗(𝑦𝑖−1, 𝑦𝑖, 𝑥, 𝑖) (1)

The probability of a label sequence y given an observation sequence x, can be written as:

𝑝(𝑦|𝑥, 𝜆) = 1
𝑍(𝑥)𝑒𝑥𝑝(∑𝑗

𝜆𝑗𝐹𝑗(𝑦 , 𝑥)) (2)

where each 𝑓𝑗(𝑦𝑖−1, 𝑦𝑖, 𝑥, 𝑖) is a state function or a transition function and Z(x) is a normalization
factor. [26] 𝜆 parameters are estimated by the model by using an optimization algorithm. [24]

The features set used for the CRF classifier takes into account the following features: word,
the previous, the next one tokens, lemmas of the word, as well as their PoS tags. As it was
mentioned previously, these elements were obtained by using Spacy.

3.3. BiLSTM-CRF

Our second approach is a deep learning architecture, which is composed of two parts: a BiL-
STM network and a CRF, as the last layer (BiLSTM-CRF) [27]. BiLSTM is a kind of recurrent
neural network (RNN) which are able to consider past observations. Moreover, BiLSTM takes
into account the tokens around the current token to predict its label. Therefore, this is a effec-
tive approach for NER. [28]



Moreover, among recurrent neural networks, BiLSTM are a good candidate because they deal
with both the gradient vanishing problem and the explosion problem. The vanishing gradi-
ent problem appears after multiplying the gradient many times by a number lower than one.
On the other hand, the explosion gradient problem appears after multiplying many times the
gradient by a number greater than one. This kind of networks deal with those problems. To
deal with these problems RNN propose the definition of cell. A cell is an operation with two
inputs (the sequence values and a given past state) and two outputs (the current state and the
sequence of values computed for the current state).

The solution is to set cells that link the past state with the current output. [29] The character-
istics which allow BiLSTM networks to consider past observations and control the importance
that is given to them, resides in the interior of the cells. Figure ?? shows the structure that a
cell usually has. Forget, input and output gates play a key role in that task of extracting the
insights from data that are of interest. Oblivion gate controls when some part of the infor-
mation is forgotten, input gate controls when new information should enter the cell and the
output gate controls when the information stored in the cell is used in the result of that cell.[29]

It has been said that as BiLSTM considers the past, it is appropriate for the NER task but not
only because of that. As it is bidirectional, it considers more information making it even more
appropriate. Bidirectionality was introduced in [30] and it can be considered as if two indepen-
dent agents were extracting information from the same problem (each one in one direction) to
finish concatenating the information and passing it to another layer. [29] The output of the
BiLSTM are two vectors (one per direction) and they are received by the CRF. Typically the
output function in many neural network tasks is the softmax function but as CRF considers
context, it is preferred.[23]

Two approaches have been used with the BiLSTM model: the use of randomized initializated
vectors and the use of vectors from a pre-trained word embedding model which was trained
on a collection of texts in Spanish[31]. In the first case, each sentence is divided into tokens
and a random vector is assigned to each token. The problem with that is that words that do
not appear in the training set and the relationships with the words in the training set, could
be not correctly identified. Word embeddings can capture syntactic and semantic relationships
between words. [32] The texts[31] that were used to create the word embedding model contain
information from many different biomedical areas and although radiology reports are not the
main content, they are present in the corpus. The method which was applied to create the
embedding was Word2Vec with an Skip-gram architecture. [31] The SkipGram architecture re-
ceives a vector representing a word and returns another vector representing the probabilities
of other words in the vocabulary to be near to the given word.

3.4. BERT

BERT is a bidirectional self-attention (which is the ability to understand the context) trans-
former composed of two unsupervised steps: the masked language model (MLM) and the next



sentence prediction (NSP). The first is essential to achieve bidirectional training avoiding the
model to ‘see’ the target and the second, to understand sentence relationships. [33]

BERT was developed in 2019. The power of that model was the wide range of applications
to which it can be used. The employed model in this work uses a pre-trained BERT and then
performs fine-tuning over it to find the optimal combination of parameters for the task of NER.

The pre-trained BERT model uses the following parameters: L=12, H=768, A=12 and Total Pa-
rameters=110M, where L denotes the number of layers (or transformed blocks), H is the hidden
size and A is the number of self-attention heads. This fixed establishment of the parameters
in the pre-training BERT, allows focusing on the parameters of fine-tuning (maximum length,
batch size, learning rate and the number of epochs). [33] In the work of this master thesis the
chosen values for those parameters have been: maximum sequence length=75, batch size=32,
learning rate=3e-5 and number of epochs=3. They were chosen based on the values which
were used in [23].

4. Experiments

4.1. Dataset description

From the website of the competition the dataset is presented: ‘The data consists of ultrasonog-
raphy reports provided by a pediatric hospital in Argentina. Reports are unstructured, have an
abundance of orthographical grammatical errors and have been anonymized in order to remove
patient IDs, and names and the enrollment numbers of the physicians. Reports were annotated
by clinical experts and then revised by linguists. Annotation guidelines and training were pro-
vided for both rounds of annotations. Automatic classifiers will be expected to perform well in
those cases where human annotators have a strong agreement, and worse in cases that are diffi-
cult for human annotators to identify consistently. Annotations are provided in brat format’.[2]

The proposed task is ambitious and not at all easy. It can be confirmed by checking the nu-
merous entities which have been considered in the clinical reports and the strict annotation
process which has had to be taken in order to get a set of annotations of quality. All of that
supports the idea of being a complex task. The entities which appear in the dataset are: find-
ings, anatomical entities, location, measure, type of measure, texture, negation, uncertainty
terms, abbreviations and temporal terms. The meaning for each of them is described in [34].
An interesting fact is the huge quantity of negations that this dataset contains. It would be
useful in order to evaluate the performance of methods which pretend to detect negations.



4.2. Global results and confusion matrices for the best model in
development and validation datasets

In this subsection the results are divided for each of the data partitions described in the previous
section: development and held-out datasets. The vocabulary of the entities in the development
set, is the same with which the algorithms have been trained. In contrast, the held-out dataset,
contains vocabulary which has not been present during the training phase of the algorithms.
In order to not extend a lot this paper, only the confusion matrices for the best model (CRF)
have been included.

The obtained global results for the development dataset have been:
It can be seen that in the case of the development dataset, the best method has been CRF with
a significant difference. In the second position, can be found BERT and the BILSTM2 (BERT
has obtained slightly better results but the difference is not significant). The method with the
worst results has been the BILSTM1.

Although the dataset is not exactly the same with which the methods have been trained, it can
be seen that CRF is able of identifying the entitites in a correct manner in most of the occasions.

The obtained global results for the held-out dataset have been:
The results are worse than in the case of the development set, which was something expected.
Furthermore, the performance of the models follows the same order: the best model is CRF
followed by BERT, BILSTM2 and BILSTM1.

The confusion matrix of Table 4 despite being less accurate than the matrix in Table 2, contains
more interesting insights.

In the description of the task [2], it is stated that there are challenging situations like the fact
that there exists regular polysemy between anatomical entities and locations. The irregular use
of abbreviations also increases the difficulty of the task. That a priori description of problems
related to the task, has been confirmed after looking at the results of Table 4. The anatomical
entities, locations and findings are easily confused between them. Apart from this, the irregu-
lar abbreviations also cause many confusions with the anatomical entities. In the case of the
held-out dataset confusion matrix, it is also remarkable the fact that the number of entities not
classified as any type of the present entities, is high (see last column in Table 4). In both of the
cases, by looking at both confusion matrices, it is confirmed the high presence of negations
in the reports. This reinforces the idea of using the datasets as examples to evaluate entity
recognition models build to detect negations.

4.3. Results for test dataset in the competition

The global obtained Lenient F1 score in the competition has been of 75.64% whereas the winner
result has been 85.51%. Dividing the result into the different entities, the following results have



Table 1
Global results for development dataset

CRF BILSTM1 BILSTM2 BERT
Lenient F1 0.77658 0.46019 0.68015 0.68155
Exact F1 0.69430 0.38515 0.56708 0.58847

Table 2
CRF confusion matrix for entities in development dataset

PREDICTED
Ana Fin Unc Neg Loc Con Typ Mea Abb Deg Oth

R
E
A
L

Ana 479 1 0 0 5 0 0 0 9 0 4
Fin 2 483 0 1 3 0 0 0 0 1 10
Unc 0 0 18 0 0 0 0 0 0 0 0
Neg 0 0 0 227 0 0 0 0 0 0 0
Loc 4 1 0 0 208 0 0 0 0 0 3
Con 0 0 0 0 0 3 0 0 0 0 0
Typ 0 0 0 0 0 0 102 0 0 0 0
Mea 0 7 0 0 0 0 0 216 0 0 1
Abb 1 3 0 0 0 0 5 1 193 0 0
Deg 0 0 0 0 0 0 0 0 0 13 0
Oth 10 2 0 5 2 0 0 5 0 0 2213

Table 3
Global results for held-out dataset

CRF BILSTM1 BILSTM2 BERT
Lenient F1 0.67134 0.20137 0.62514 0.63036
Exact F1 0.60776 0.13658 0.56126 0.56308

Table 4
CRF confusion matrix for entities in held-out dataset

PREDICTED
Ana Fin Unc Neg Loc Con Typ Mea Abb Deg Oth

R
E
A
L

Ana 507 17 0 0 25 0 1 0 8 0 44
Fin 46 451 1 0 37 0 7 13 5 0 268
Unc 0 0 6 0 0 0 0 0 0 0 1
Neg 0 9 1 234 1 0 0 0 0 0 26
Loc 19 16 0 0 107 0 2 0 0 0 57
Con 0 0 0 0 0 0 0 0 0 0 2
Typ 0 0 0 0 5 0 106 0 0 0 0
Mea 1 23 0 0 1 0 0 208 0 0 17
Abb 12 2 0 0 2 0 1 1 196 0 16
Deg 0 1 0 0 0 0 0 0 0 12 8
Oth 34 46 1 0 19 0 1 11 1 0 2295



been obtained: 83.72% for abbreviations, 70.07% for anatomical entities, 61.54% for conditional
temporal, 53.44% for degree, 69.18% for findings, 68.35% for locations, 62.50% for measures,
93.78% for negations, 86.28% for types of measures and 73.26% for uncertainties.

5. Conclusions and future work

Best results were obtained by CRF despite the implementation of other models like BiLSTM-
CRF and BERT, which are state-of-the-art in the named entity recognition area. This means
that not always an approach based on neural networks is the best. It is true that they can get
good results like the shown in Section 2 of this paper but if the selection of hyperparameters
is not good, it is going to be difficult to obtain the best results.

A great improvement (18% of F1 score) has been seen in the BiLSTM-CRF network when using
a Spanish biomedical word embedding versus when not using it. This suggests, that as future
work, maybe the use of BETO [35] (Spanish BERT) could improve the performance of BERT
until the point of surpassing the CRF model.

This task has used Spanish data from Argentina. It could also be interesting to compare the
behaviour of the models in radiological texts in Spanish but from different areas like Spain and
South America.
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