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Abstract
This paper describes our team’s participation in Task 1 of the Conference and Labs of the Evaluation
Forum (CLEF eHealth 2021). The Task 1 challenge targets Named Entity Recognition (NER) from radiol-
ogy reports written in Spanish. Our approach addresses this challenge as a sequence labeling task and
is based on multilingual BERT with a classification layer on top. Three BERT-based models were trained
to support overlapping entities extraction: the first model predicts the first specific label annotated in
the corpus; the second predicts the second label for tokens that have two different annotations; and the
third is used for tokens annotated with a third label in the corpus. Our approach obtained 78.47% and
73.27% for a Lenient and the exact F1 score, respectively.
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1. Introduction

Radiology reports are one of the most important sources of clinical imaging information. They
document critical information about the patient’s health and the radiologist’s interpretation of
medical findings [1]. Extracted information from Radiology reports can be used to support clini-
cal research, quality improvement, and evidence-based medicine [2]. However, the information
in radiology reports is presented in free text format, which makes the task of structuring the
data particularly challenging [3]. Extracting this information manually is not a viable task as it
is costly and time-consuming [4].

Several studies have been proposed to extract information from radiology reports [5, 6, 7].
Most of these proposals use machine learning methods, mainly based on the Conditional Random
Fields (CRF) algorithm [8], in which entity extraction is considered as a sequence labeling task.
Recently, deep learning approaches have been shown to improve performance at processing
natural language texts [9, 10, 11]. Previous studies have shown significant progress in extracting
information from clinical reports, but most efforts have focused only on the English language.
However, the Task 1 challenge of CLEF 2021 targets Named Entity Recognition (NER) and
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Classification from radiology reports written in Spanish, and specifically ultrasounds reports.
[12, 13].

In this paper, we describe the approach we have followed to deal with Task 1 of the Conference
and Labs of the Evaluation Forum (CLEF 2021). Our approach takes advantage of the transfer
learning technique, which aims to learn new and specific tasks by transferring knowledge from
pre-trained models [14, 15, 16]. Specifically, we use contextualized pre-trained embeddings
from multilingual BERT [17] with a classification layer to perform NER from radiology reports
written in Spanish. Three classifiers were trained to predict overlapping entities: i) one to
predict the first specific label in the corpus; ii) another classifier to predict the second label for
those tokens that have two different annotations; iii) and the third is used for those tokens that
have a third annotated label.

The rest of the paper has been organized as follows: Section 2 reviews the most recent works
on extracting information from radiology reports. Section 3 describes the components of the
proposed approach. Section 4 presents the results of the experiments, and Section 5 presents
the main conclusions and outlook for future work.

2. Related works

Computational analysis of radiology reports has recently gained greater attention. Most of
the research focuses on identifying specific medical conditions contained in a given report,
and they generally deal with the task of classification. Another generic area of research is
developing information extraction models, which try to extract specific information such as
medical recommendations from radiology reports [18].

A system for identifying named entities from the radiology reports was proposed by Has-
sanpour [1]. The objective of this model was to identify the specific named entities from the
radiology reports based on their information extraction model. They used a CRF-based model
with several auxiliary features, including POS tags and Radlex Lexicons [19] to identify entities
of five different classes: Anatomy, Anatomy Modifier, Observation, Modifier, and Uncertainty.
In [20], an approach was proposed to extract useful information in abdominopelvic radiology
reports. This approach combines Glove word embeddings with a Recurrent Neural Network [21]
to extract named entities from radiology reports. This approach shows the feasibility of neural
nets for extracting information from a small corpus of 120 abdominopelvic cross-sectional
imaging reports.

Most of the proposals mentioned above have been focused on the English language. According
to [22], information extraction in the medical domain also represents its own challenges in other
languages. In the case of the Spanish language, [23] proposed a manually annotated corpus
using text data from radiology reports. This corpus aims to support NER in clinical text written
in Spanish.



3. Data and Methods

The CLEF eHealth 2021 Task 1 (Multilingual Information Extraction) focuses on NER from
radiology reports written in Spanish, and specifically from ultrasounds reports. Our approach
addresses this challenge as a sequence labeling task, in which each token in a sentence is
classified using the BIO tagging format. In this format, each token is labeled with B (at the
beginning of the entity), I (inside the entity), or O (Outside the entity).

3.1. Data

The CLEF eHealth 2021 Task 1 organizers provided an annotated corpus in BRAT format [24].
This corpus consists of ultrasonography reports provided by a pediatric hospital in Argentina.
Reports were annotated by clinical experts and then revised by linguists. The corpus contains
three sets: i) Training set (175 reports), ii) Development set (92 reports), and iii) Test set (207
reports). Figure 1 shows an example of annotations provided in the corpus for Task 1.

Figure 1: An example of annotated sentences in the corpus

The corpus provided was annotated using ten different labels: "Abbreviation, Anatomi-
cal_Entity, ConditionalTemporal, Degree, Finding, Location, Measure, Negation, Type_of_measure,
and Uncertainty". In this corpus, annotations can be represented by a word or a sequence of
words (not necessarily continuous). Moreover, a same token can be annotated with different
labels, this implies that overlapping entities can be presented. From Figure 1, it can be seen that
extracting information from radiology reports written in Spanish has several challenges:

• Overlapping entities: some tokens may have more than one annotated label. For
instance, the token "FID" is annotated with the label "Anatomical_Entity" and, with the
label "Abbreviation". Moreover, overlapping entities can also mean that a token can
belong to more than one entity type. For instance, in the first sentence ( see Figure 1), the
token "cm" is embedded into the labels "Finding" and "Measure". It causes that this token
contains three annotated labels: "Finding, Measure, and Abbreviation".



• Lengthy entities: these entities are composed of many tokens, which is common in the
corpus. One can see that annotations with the label "Finding" in Figure 1 are composed
of many tokens.

• Discontinuities: these occur when an entity contains annotated tokens that are not
continuous in the text document. This is the case of annotations with the label "Measure"
in Figure 1.

• Polysemy: this is also a common linguistic phenomenon in the Task 1 corpus provided.
It frequently occurs between labels such as "Location" and "Anatomical Entity."

3.2. Methods

Our approach consists of three steps: Text pre-processing, Entity Extraction, and Post-Processing
(See Figure 2). In the first step, files in BRAT format are converted into BIO format. In the
second, NER models are trained to perform entity extraction, and in the third, predicted entities
from NER models are assembled in BRAT format again as output. Details of each step are
described as follows.

Figure 2: The proposed approach

3.2.1. Text Pre-processing

In this step, each file in the corpus is divided into a set of sentences, and each sentence is
tokenized. Next, the sentences are converted into a BIO file format. As the corpus contains
annotated tokens of up to three different labels; the generated BIO files also have three columns
that describe the annotations for each token. Table 1 shows an example of the generated BIO
file for a specific text sentence taken from the corpus. The column "Label 1" represents the first
annotated label in the corpus for a specific token. The column "Label 2" is used to represent
a second annotated label in the corpus. Those tokens that do not have a second annotation
are assigned the "O" (Outside) tag by default. Lastly, the column "Label 3" represents a third
annotated label in the corpus. For instance, the token "cm" contains three different annotated
labels in the corpus; therefore, this token has three different BIO labels (see Table 1). The
columns "Label 2" and "Label 3" are used to represent overlapped entities for the tokens that
have more than one annotated label.



Table 1
A BIO file example

Token Label 1 Label 2 Label 3
FID B-Abbreviation B-Anatomical_Entity O
se O O O
observa O O O
imagen B-Finding O O
tabular I-Finding O O
de I-Finding O O
0.7 I-Finding B-Measure O
cm I-Finding I-Measure B-Abbreviation
de I-Finding O O
diametro I-Finding B-Type_of_measure O
, I-Finding O O
con I-Finding O O
imagen I-Finding O O
ecogenica I-Finding O O
en I-Finding O O
su I-Finding O O
interior I-Finding B-LOCATION O
. O O O

3.2.2. Entity Extraction

The purpose of this step is to perform NER from radiology reports using a transformers-based
model[25] with a classification layer on top of it. Specifically, we use the bert-base-multilingual-
cased model, which has been pre-trained on data in 104 languages. The input for the BERT
model is a sequence of tokenized and encoded tokens of a sentence extracted previously from
the BIO files created.

Figure 3 shows the entity extraction process in which three BERT-based models (𝑀1,𝑀2,𝑀3)
were trained to support overlapping entities extraction. Each NER model is trained using a
different input data column (𝐼1, 𝐼2, 𝐼3). The first model is trained with annotations obtained
from the "Label 1" column in the BIO file (see Table 1), the second is trained with annotations
from the "Label 2" column, and the third is trained using annotations from the "Label 3" column.
Each NER model 𝑀𝑛 operates independently and predicts a different set of entities (𝐸1, 𝐸2, 𝐸3),
depending on the annotations with which it was trained.

As can be seen in Table 1, there are three data columns containing different annotated labels
for a given token, and we trained each NER model using a different input data column. Therefore,
each NER model 𝑀𝑛 predicts different entities. On the one hand, the first model is trained to
predict all ten labels annotated in the dataset. On the other hand, the second and third models
are used to predict overlapped entities learned from the tokens that have a second and a third
annotated label respectively. Although these models work independently, the fact that they
predict different labels helps to solve the task of predicting overlapped labels.

The BERT-based models are specialized for NER, with a fully connected layer on top of



Figure 3: Entity extraction process

the hidden states of each token. These models are fine-tuned on the corpus provided. The
training and development sets of the corpus were mixed, and then we trained the models using
a cross-validation strategy with a value of 𝑘 = 10. The fine-tuning was performed with a
sequence length of 256 tokens, a batch size of 32, and the number of epochs is 10. The original
BERT tokenizer model drove the tokenization process.

3.2.3. Post-processing

The goal in this step is to take as input the predicted entities (𝐸1, 𝐸2, 𝐸3) from the BERT-
based NER models (Figure 3), and to create files in BRAT format with their annotations and
corresponding offsets.

Algorithm 1 shows the procedure used to create annotations in BRAT format. This procedure
receives a sentence text, the text file to which the sentence belongs, and the entities extracted
from the NER models. The NER models work at the sentence level. However, to create a file in
BRAT format, it is important to have the original text file in order to obtain the annotations’
offsets.

Algorithm 1 Procedure to create BRAT files
Require: sentence, text_file, NER-Model-Results

1: for each model in NER-Model-Results do
2: for each entity in model do
3: 𝑡𝑜𝑘𝑒𝑛𝑠← 𝑔𝑒𝑡𝑇𝑜𝑘𝑒𝑛𝑠(𝑒𝑛𝑡𝑖𝑡𝑦)
4: 𝑙𝑎𝑏𝑒𝑙← 𝑔𝑒𝑡𝐿𝑎𝑏𝑒𝑙(𝑒𝑛𝑡𝑖𝑡𝑦)
5: if label != ’O’ then
6: 𝑜𝑓𝑓𝑠𝑒𝑡𝑠← 𝑔𝑒𝑡𝑂𝑓𝑓𝑆𝑒𝑡𝑠(𝑡𝑒𝑥𝑡_𝑓𝑖𝑙𝑒, 𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒, 𝑡𝑜𝑘𝑒𝑛𝑠, 𝑙𝑎𝑏𝑒𝑙)
7: addAnnFile (tokens, label, offsets, text_file)
8: end if
9: end for

10: end for



4. Results

In the official test phase, 207 files with unannotated radiology reports were available for evaluat-
ing the models. Table 2 shows the official performance of our proposal for Lenient and the exact
F1 score. We obtained 78.47% and 73.27% for a Lenient and the exact F1 score, respectively.
The proposed approach shows promising results and suggests the feasibility of multilingual
BERT to perform NER from radiology reports written in Spanish.

Table 2
Results obtained for Task 1

Lenient (%) Exact (%)
P R F1 P R F1

Abbreviation 85.39 81.20 83.25 82.05 78.03 79.99
Anatomical-Entity 84.01 83.63 83.82 80.33 79.97 80.15
ConditionalTemporal 71.43 62.50 66.67 71.43 62.50 66.67
Degree 74.93 53.00 62.09 74.14 52.44 61.43
Finding 64.76 73.69 68.94 55.54 63.20 59.12
Location 67.92 64.24 66.03 66.34 59.91 61.58
Measure 73.53 76.16 74.83 64.08 66.38 65.21
Negation 89.32 88.53 88.92 87.97 87.20 87.58
Type-of-measure 85.30 81.89 83.56 81.80 78.54 80.14
Uncertainty 89.48 46.58 61.26 84.21 43.84 57.66
Total 78.62 78.32 78.47 73.27 72.99 73.13

Taking into account the performance for each label, Table 2 shows that those with the best
performance were: "Abbreviation, Anatomical_Entity, Negation, and Type_of_measure". These
labels obtained a performance above 80%. We found that the competitive performance of these
labels can be due to:

• These labels do not commonly contain overlapping entities which increases the per-
formance of entity extraction in comparison with those labels containing overlapping
entities.

• These labels contain a high number of annotations in the corpus in comparison with
other labels. For instance, the label "Anatomical_Entity" has more than 1700 annotations.
This fact suggests that having a corpus with more annotated data is useful to improve
NER performance using deep learning methods such as multilingual BERT.

• In the case of the negation label, note that the proposed approach shows a very good
performance. The "negation" label has a high number of annotations in comparison with
other labels. We found more than 750 annotations with this label.

In contrast, the lowest-performing labels were "Finding, Uncertainty, ConditionalTemporal,
Degree, Location and Uncertainty", with a performance below 70%. We identified several reasons
for this behavior:



• In the case of the label "Finding", it is used to represent lengthy entities that contain a long
number of tokens. It is clear that the extraction of lengthy entities affects the performance
of the proposed NER models. In this case, the Recall measure is higher than Precision
measure (see Table 2). This fact can be explained by two reasons: The first reason is
because this label frequently contains annotations with a high number of tokens, which
makes extracting all annotated tokens more difficult than in those entities that only have
one annotated token. The second is because the "Finding" label contains annotations with
discontinuous tokens which also reduces the Precision measure.

• The high variability of words annotated with the label "Uncertainty" together with the
low number of annotations, when compared with the "Negation" label, can be the cause
of the low performance in predicting the "Uncertainty" label.

• The low performance of the "ConditionalTemporal" and "Degree" labels is caused by
the low number of annotations in the corpus compared to other labels. We found 75
annotations with the "Degree" label and only 25 with the "ConditionalTemporal" label.
This number of annotations are much lower in comparison with those labels which
obtained better results.

4.1. Error Analysis

We identified three more common sources of error which could affect the performance of our
approach. These error sources are related to: i) annotations with discontinuous tokens; ii)
the high number of annotations with the label "O" (Outside) in the BIO file; and iii) the high
variability of annotated tokens in those labels with a low number of annotations.

• The first source of error identified is when an annotation contains discontinuous tokens.
In these cases, predicting the correct annotated label for each token, and obtaining the
correct offsets, can be difficult. For instance, in the text "VIA BILIAR intra y extrahepatica",
there are two annotations with the label "Anatomical_Entity" in the provided dataset:
"VIA BILIAR extrahepatica" and "VIA BILIAR intra hepatica". However, these two anno-
tations contain discontinuous tokens and predicting labels for each token fails because
the automatic text tokenizer being used produces different tokens to those annotated in
the input text. In this case, our approach takes the string "extrahepatica" as one token,
but in the annotated corpus, it is used as two sub-words: "extra" and "hepatica". A similar
problem occurs when processing the text "Quiste en epididimo izq de: 3,6 x 1,4 x 1,9mm",
where there are three discontinuous annotations with the label "Measure": "3,6 mm", "1,4
mm" and "1,9 mm". In the above examples, the main issue was calculating the exact token
offsets which match the original text in the dataset.

• The second source of error is the high number of annotated tokens with the label "O"
(Outside) in the BIO file. This problem mainly affects the third NER model (𝑀3), which
has been trained with annotations from the column "Label 3" in the BIO file (see Table
1). This column is used to represent a third annotation for those tokens which have
overlapped entities. In this case, the number of annotations with the label "O" is much
higher than other labels. This fact causes a reduction in the performance of the third NER



model in comparison with the first and the second model.

• The third source of error is caused by the low number of annotations on certain labels
combined by the high variability of annotated tokens in these labels. This occurs in
labels such as "Uncertainty", "Degree", and "ConditionalTemporal". In these cases, the
Precision measure is higher than the Recall measure. This fact can be explained by the
high variability of tokens used to annotate these labels, which increases the difficulty
of predicting all possible tokens in the extraction process. For instance, comparing the
behavior of the "Uncertainty" label with the "Negation" label, one can see that "Negation"
has less variability in the annotated corpus. In the case of the "Negation" label, tokens
like "no", "sin", "no se observa" are frequently used. On the other hand, the number of
words expressing "Uncertainty" are more disperse which causes a reduction in the Recall
measure. The fact that the "Uncertainty" label has less annotations and more variability
in annotated tokens than the "Negation" label, could be the reason why the "Uncertainty"
label does not perform as well as the "Negation" label.

Finally, in the proposed approach, the biggest challenge was being able to predict labels that
have overlapping entities. For this purpose, a three-parallel NER architecture was chosen as
explained in Section 3.2.2, which showed promising results. However, before reaching this
solution we tested two other configurations. The first solution was to combine entities with one
annotation with all overlapping entities into a single column in the BIO file. This single column
represented all the annotations in the corpus. However, the main disadvantage of this solution
was the large number of labels that need to be predicted. The second solution was to create
a different annotation column for each annotated label. In this case, the BIO file would need
ten columns with annotations, one column for each label in the corpus. The main drawback
of this solution is that for each column of the BIO file, the number of annotations with the
label "O" (Outside), was greater than the label we wanted to predict. The performance of this
solution was much lower than our current proposed approach, so we rejected that solution.
After carrying out those experiments, the approach that obtained the best performance was
to create a combination of three NER models, as we described in section 3.2.2. This proposed
solution allows extracting labels that have up to three overlapping entities, just as the annotated
entities are found in the corpus provided.

5. Conclusions

The proposed approach to perform NER from radiology reports has shown promising results,
suggesting that the multilingual BERT is feasible to extract information from clinical resources
written in Spanish. The main advantage of the proposed approach is that it can automatically
extract features from text data, avoiding the time-consuming feature engineering process.

Extracting information from radiology reports written in Spanish is a complex task. It poses
several linguistic challenges, such as overlapping entities, lengthy entities, and discontinuities.
We deal with these challenges by training three BERT-based models. Although our approach
has shown promising results, some challenges still have to be addressed, such as extracting



lengthy entities, improving the performance to extract labels with a low number of annotations,
and identifying uncertainty in radiology reports.
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