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Abstract
Predicting and understanding how various mental health conditions present online in textual social
media data has become an increasingly popular task. The main aim of using this type of data lies in
utilising its findings to prevent future harm as well as to provide help. In this paper, we describe our
approach and findings in participating in sub-task 3 of the CLEF e-risk shared task. Our approach is
based on pre-trained models plus a standard machine learning algorithm. More specifically, we utilise
the pre-trained models to extract features for all user’s posts and then feed them into a random forest
classifier, achieving an average hit rate of 32.86%.
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1. Introduction

There have been many previous iterations of the CLEF e-risk shared task over recent years [1],
where the collective goal of these tasks is to connect mental health issues to language usage
[2]. However, previous work in this area has not been able to produce convincing solutions
that connect language to psychological disorders and it therefore remains a challenging task
to produce accurate systems [2]. This year’s CLEF e-risk-2021 shared task [3] provided three
different tasks, which are focused on pathological gambling (T1), self-harm (T2) and depression
(T3). In this paper, we only focus on T3 of the shared-task.

Depression is one of the most common mental disorders, affecting millions of people around
the world [4]. The growing interest in building effective approaches to detect early sign of
depression has been motivated by the proliferation of social media and online data, which have
made it possible for people to communicate and share opinions on a variety of topics. In this
respect, social media are an invaluable source of information, allowing us to analyse users who
present sign of depression in real-time. Taking advantage of social media data in detecting
early sign of depression helps to benefit individuals who may suffer it and their loved ones,
as well as to give them access to professional assistance who could advocate their health and
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well-being [5]. In the following sections, we describe our contribution to T3 of eRisk-2021,
which focused on detecting early risk of depression from a thread of user posts on Reddit.

The rest of the paper is organised as follows: Section 2 provides a review of related work.
Section 3 discusses some experimental details, including the data and task settings as well
as evaluation metrics. Section 4 describes our method. Section 5 discusses our results while
section 6 highlights negative experiments with Multi-task learning. We conclude in section 7.

2. Related Work

There is a large body of literature on early sign detection of depression [6, 7, 8, 9, 10, 11, 12, 13].
Some of these studies make use of the temporal aspect plus affective features in identifying early
sign of depression. For example, Chen et al. [8] attempts to identify early sign of depression of
Twitter users by incorporating a progression of emotion features over time, whereas Schwartz
et al. [9] examined changes in degree of depression via Facebook users by taking advantage of
sentiment and emotion lexicons. In addition, Aragón et al. [7] introduced a method called “Bag
of Sub-Emotions (BoSE)” aiming at representing social media texts by using both an emotion
lexical resource and sub-word embeddings. The choice of posted images and users’ emotion,
demographics and personality traits are also shown to be strong indicators of both depression
and anxiety [6]. The above mentioned studies highlight the important role of both emotion
features and the temporal aspect in early detection of depression on social media. Due to the
increased interest in this area, the CLEF e-risk lab has run a sub-task of measuring the severity
of depression since 2018.

Some of the participant teams in this shared task present different approaches, including those
based on standard machine learning algorithms (ML), deep learning and transformer-based
models. Oliveira [14] participated in the erisk shared-task of 2020 and proposed a model named
“BioInfo”. This model used a Support Vector Machine with different types of hand-crafted
features (i.e. bag of words, TF-IDF, lexicons and behavioural patterns), and it ranked the top-1
model of the competition. Martınez-Castano et al. [15] was also one of the participant team who
utilised BERT-based transformers, achieving competitive results to that of the BioInfo model.
Our work is motivated by research focused on ML algorithms [14] and transformer-based

models [15]. Our work differs from these two studies in the following ways: i) Our method
combines the two approaches instead of relying on one of them. In this respect, we use the
former to learn a single representation per user while utilising the latter to train on the learned
representations. ii) We use the “SpanEmo” encoder [16] that is trained on multi-label emotion
dataset. iii) We do not fine-tune both the transformer-based models as well as SpanEmo encoder
on the shared-task data. In other words, we only treat them as feature extraction modules.

3. Experiments

3.1. Data and Task Settings

For our participation in T3 of eRisk-2021 [17], we combine the 2019 and 2020 sets provided by
the organisers, and then randomly sample 80% and 20% for training and validation, respectively.



Both sets consist of Reddit data posted by users who have answered the Beck’s Depression
Inventory (BDI) questionnaire [18]. The questionnaire contains 21 questions, and aims to assess
the presence of feelings like sadness, pessimism, loss of energy, Self-Dislike, etc. To pre-process
the data, we adopt the following steps. We firstly remove empty, duplicate and broken posts
(i.e., those that either break the Reddit rule or are removed). Next, we tokenise the text, convert
words to lower case, normalise URLs and repeated-characters. Table 1 presents the summary
of all three sets, including the number of subjects/posts in the train, valid and test sets. The
number of depression categories across the three sets is also included.

Table 1
Statistics of data.

Train Valid TEST

#subjects 72 18 80
#posts 35,537 6,207 30,382
avg #posts/subject 493 344 379

#minimal subjects 11 3 6
#mild subjects 21 6 13
#moderate subjects 18 [p[4 27
#severe subjects 22 5 34

3.2. Evaluation Metrics

For evaluating the results of our submission, we used four metrics, which measure different
proprieties (e.g. distance between correct and predicted answers). The four metrics are1:

• Average Hit Rate (AHR): computes the percentage of predicted answers that are the same
as the ground-truth responses.

• Average Closeness Rate (ACR): computes the absolute difference between predicted
answers and the correct ones. In other words, CR measure evaluates the model’s ability
to answer each question independently.

• Average Difference between Overall Depression Levels (ADODL): computes the absolute
difference between overall depression level score (i.e., sum of all the answers) and the
real score.

• Depression Category Hit Rate (DCHR): evaluates the results among four categories which
are based on the sum of all answers of the 21 questions. The four categories are minimal,
mild, moderate and severe depression. DCHR computes the fraction of cases in which
the produced category is equivalent to that of the real questionnaire.

Finally, the results of each metric are computed for each user, and are then averaged over all
users in the data set.

1Model details about the evaluation metrics can be found in Losada et al. [1]



4. Method

We develop a host of models based on neural networks for the task of predicting the severity
of depression. In this work, we experiment with pre-trained language models (PLMs) both for
feature extraction and for fine-tuning. For the former, the PLMs are used to extract a feature
vector for each user, whereas they are fine-tuned directly on the depression data for the latter.
Through extensive experiments, we observe that using PLMs for feature extraction achieves
the best results on the validation set. We then train a random forest classifier on top of the
extracted features to predict one of the possible answers for each question. Figure 1 presents an
illustration of our framework.

P1 P2 P3 ... Pn

Question Classifier

Feature Extraction Module
SpanEmo | Bert | Elmo | Lexicon

W1 W2 W3 ... Wn

Concatenate

mean

Figure 1: Illustration of our framework.

Let {𝑝𝑖}𝑁𝑖=1 be a set of n posts, where each 𝑝𝑖 consists of a sequence ofMwords = (𝑤1, 𝑤2, … , 𝑤𝑀).
As shown in Figure 1, the input to our framework is a list of all user’s posts that are concatenated
together. The output of this step, which is basically a sequence of words, is then fed into a feature
extraction module (𝑓). The feature extraction module computes the hidden representation for
each user (𝑢) as in equation (1):

u = 1
𝑀

𝑀
∑
𝑗=1

f(𝑤𝑗), 𝑓 (𝑤𝑗) ∈ 𝑅𝑑 (1)

where the above equation computes the mean over all tokens, with “𝑑” denotes the dimensional
size. This process attempts to obtain a single vector for each user that is ultimately fed to the
classifier. Finally, each separate classifier is trained to predict one of the possible answers for
each question. We now turn to describing the different types of feature extraction modules 𝑓
used in this works as well as our implementation details.



Implementation Details. We used both PyTorch [19] and scikit-learn [20] for implementa-
tion and ran all experiments on an Nvidia GeForce GTX 1080 with 11 GB memory. Following the
evaluation metrics discussed in 3.2, we run our experiments on average hit rate (AHR), average
closeness rate, average of difference between overall depression levels (ADODL) and depression
category hit rate (DCHR). In this work, we select three pre-trained models for feature extraction.
Two of which are trained on a general domain (i.e., ELMo [21] and BERT [22]), whereas the
third one (i.e., SpanEmo [16]) is trained on a similar domain to that of the shared-task. We
briefly describe each of these models below:

• ELMo2 is trained on a dataset of Wikipedia, which we use as our extraction module. More
specifically, we extract the weighted sum of the 3 layers (word embedding, Bi-lstm1, and
Bi-lstm2).

• Bert3 is trained on the BooksCorpus and Wikipedia. It includes a special classification
token ([𝐶𝐿𝑆]), which can be used as the aggregate input representation. The output of
the ([𝐶𝐿𝑆]) token is employed in this paper for feature extraction.

• SpanEmo4 is trained on the SemEval-2018 multi-label emotion classification data set [23].
It focuses on both learning emotion-specific features/associations and integrating the
correlations between emotions into the loss function. We hypothesis that using a feature
extraction model trained on a related domain to the problem under investigation can
further boost the model performance compared to those models trained on a general
domain.

5. Evaluation

Table 2 presents the results of our submission on all four metrics (i.e., AHR, ACR, ADODL
and DCHR) and compares it to the top-ranked system on AHR. We submit three runs, where
each one utilises different feature extraction module. For the first model, our feature extraction
module is based on Elmo[21] plus some hand-crafted features (i.e., emotion dynamics [24] and
Empath [25])5, whereas the second model makes use of Bert. Finally, the third model utilises
SpanEmo-Encoder [16].

As shown in Table 2, the third model achieved the best results, thus demonstrating the utility
and advantages of using a trained model on a related task to the one under investigation in this
paper. This confirms our initial observation and helps to reinforce that our proposed model can
benefit from the similarity between the two tasks in detecting sign of depression, given that
some of the BDI questions are also related to emotion concepts, such as sadness, pessimism,
loss of pleasure, self-dislike, etc.
Evaluating the Results of Different Layers. We also evaluate different layers in the

SpanEmo-Encoder to determine which one is best for obtaining the highest results. The
evaluation is presented in Figure 2, which reveals that different layers achieve different scores

2https://github.com/allenai/bilm-tf
3https://huggingface.co/transformers/index.html
4https://github.com/hasanhuz/SpanEmo
5We also added those features to both Bert and SpanEmo-Encoder, but the performance dropped, and hence we

removed them.



Table 2
Experimental results on the test set. RF and Frzn: refers to the random forest classifier and the used
weights of the respective feature extraction module, respectively.

Model AHR ACR ADODL DCHR

RF (Elmo-Frzn+Feats) 31.43% 64.54% 74.98% 18.75%
RF (Bert-Frzn) 31.55% 65.00% 75.04% 21.25%
RF (SpanEmo-Encoder-Frzn) 32.86% 66.67% 76.23% 22.50%

DUTH_ATHENA (Top-AHR) 35.36% 67.18% 73.97% 15.00%

depending on the chosen metric, especially for AHR and DCHR. Based on this evaluation, we
selected the results of the ninth layer for our submission as it demonstrates strong performance
on almost all four metrics.

Layer1 Layer2 Layer3 Layer4 Layer5 Layer6 Layer7 Layer8 Layer9 Layer10 Layer11 Layer12
SpanEmo-Encoder
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Figure 2: The results of each SpanEmo-Encoder layer when applied to the validation data set of the
depression task.

6. Negative Results

We experimented with multi-task learning (MTL), for which we trained a single model for all
21 questions. More specifically, a shared BERT-based encoder was utilised to obtain a hidden
representation for each post, and a specific head was then used for each question. To achieve
a single output for each user, we aggregated the produced outputs from all posts via either
averaging or summing. We also employed dynamic weighting of question-specific losses during
the training process [26] as follows:

ℒ𝑀𝑇𝐿 =
21
∑
𝑞

1
2𝜎2𝑞

ℒ𝑞 + log 𝜎2𝑞 (2)



where 𝑞 denotes a question and both ℒ𝑞 and 𝜎𝑞 represent the question-specific loss and its
variance. However, the results of MTL were not as high as the one discussed in section 4. This
may be attributed to a number of factors. First, we used only a simple aggregate function that
did not take the temporal aspect into consideration. This could be useful for detecting early
sign of depression in users’ posts6. Second, there was no annotations provided at the post-level
which could help identify posts expressed severity sing of depression from those that do not.
Third, we observed that the MTL model is overfitted with respect to the training data after the
third or Fourth epoch although we used dropout to overcome that. This may be because the
size of the data is quite small (i.e., roughly 70 users to train on), making the model unable to
learn effectively from them.

7. Conclusion

We have proposed a framework aimed at detecting sign of depression from users’ posts. We
demonstrated that our proposed method achieved reasonable performance, especially for the
AHR score. Our evaluation also showed that different SpanEmo-encoder layers produced differ-
ent results. The choice of which layer to choose depends on the metric of interest. Finally, we
reported some negative experiments, and hope that it will inspire the community to investigate
further the vital role of learning a single model for all the 21 questions. This is motivated by
the fact that some questions have some correlations/associations, and inferring the answer for
one question may help infer others as well.
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