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Abstract
This paper describes the participation of the Bioinformatics group of the Institute of Electronics and
Computer Engineering of University of Aveiro (BioInfo@UAVR) in the 2nd shared task of CLEF eRisk
2021. eRisk is an “Early Risk Prediction on the Internet” challenge whose tasks consist in analysing social
media data and foster research on early detection of mental disorders. This year eRisk had 3 tasks, each
focusing on a different disorder. This paper focuses on addressing the 2nd task, whose main objective is
the early detection of users at risk of self-harming, based on their Reddit history. We addressed this issue
by developing four supervised machine learning models that can classify such users. Our approaches
are based on keyword extraction, sentiment analysis and word embeddings.
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1. Introduction

Suicides still remain one of the leading causes of death in many countries. In the USA, for
instance, one can account for an average number of more than 40,000 suicides per year [1]. To
handle this situation, it is important to develop and to disseminate public health surveillance
tools that effectively help finding people who might be in risk of committing suicide. A possible
driver for this path could be the exploration of data and textual information captured through
clinical appointments. New algorithms and classification models can help researchers and
clinicians identify in such datasets depression symptoms in early stages. However, this is not
a simple task, due to the diversity of expressions, sentiments, absence of opinions, and many
others [2].

Nevertheless, there are more data aside from clinical appointments. There is also a huge
amount of user data online, such as: blogs, forum discussions, online reviews of products and
services, queries to search engines and social media information. Taking this into consideration,
the following question arises: how can large amounts of social media data inform Public Health?
The goal of social media mining is to complement the clinic traditional information, not to
replace it. This data can be used to generate hypothesis that connect variables to the state
of mind of a user. Researchers argue that social media information will have its importance
increased in public health in the future. Compared to traditional public health monitoring,
social media-based monitoring is fast, cheap, and covers a large population. Social Media is also
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very helpful because it provides timestamps of users posts in social Media, which enables a
chronological study about a user [3].

eRisk [4] is the “Early Risk Prediction on the Internet” challenge whose tasks are related to
analysing social media data and it helps research on this topic. It has occurred in the last years
with the participation of dozens of teams. Reading and analyzing those teams approaches to
solve the tasks of the challenge will provide valuable learning on this topic.

This paper describes the participation of the BioInfo@UAVR team in the CLEF eRisk 2021
Task 2. The methodology and associate results are presented in this paper, as well as a discussion
on future work. The rest of this paper is organized as follows: Section 2 overviews the current
background in social data mining. The next two sections are dedicated to the description of the
methodology and results obtained. The conclusion and discussion of possible improvements
and future work are presented in Section 6.

2. Background

eRisk, as the name suggests, is a research initiative that promotes the scientific advance in this
area [5]. It primarily focuses on the detection of mental health problems by using social data
retrieved from social networks that can push forward new discoveries and insights. We are in
need of new discoveries in this particular area. Over the years the results obtained in these
tasks have proven that the research question to be addressed is a complex one with enough
room for scientific improvement. What this tells us is that there is a lot of information that we
do not know concerning the expression of these mental diseases and that there are still a lot of
discoveries to be made on this subject.

As Nirmita et al. [6] point out, it becomes even more important to produce research on this
particular topic given that depression rates have been increasing, specially with the COVID-19
Pandemic. The next graphic shows the results of a study made with USA adults about anxiety
and depression before COVID-19 and after.

Figure 1: Pre-COVID vs COVID rates on anxiety and depression [6].

We decided to build on the steps from the last year’s best performing team ILAB. ILAB used
a BERT model to provide features to a machine learning classifier to predict the probability



of each subject being in a low mental health state. Their results wore the best in terms of F1
score, 0.67 and 𝐹𝑙𝑎𝑡𝑒𝑛𝑐𝑦 0.605. We decided to combine BERT features with VADER, a sentiment
analyser. Due to some technical difficulties that we experienced in the testing phase and we
were only able to analyse 91 out of the 2000 posts from each user which damaged our results.

3. eRisk - Task 2

Task 2 of eRisk consisted in processing data from users in the correct order, and detect signs of
self-harm as soon as possible. There are 2 types of users in the dataset: users that at some point
have harmed themselves (self-harm users) and users who have not (control users).

In this task, there are 2 phases: the training and testing phases. The training phase is about
each team feeding the algorithms developed with data to optimize the parameters. In this phase,
all the data is given at once. The data needs to be labeled, which means that the category of the
user needs to be known, for the algorithm to learn how to distinguish between both categories.
The testing phase is about each team, upon receiving a post from a specific user, making a
binary decision regarding if the user is at risk of harming himself or not. If the decision is
positive, then an alert is emitted and the decision is considered final. This means that it is no
longer necessary to analyze further information of that specific user. If it is a negative decision,
then that user’s posts will continue to be analyzed. If every post is assigned a negative label
than the user is not at risk of harming himself. In this phase, the data is given iteratively.

3.1. Metrics

Aside from general metrics such as Precision, Recall and F1, Losada et al.[7] proposed the
𝐸𝑅𝐷𝐸 measure. This is an error measure that also takes into consideration how many posts
are necessary until the algorithm detects a true positive case. In this way, algorithms that are
slower in detecting true positive cases will have a greater error. Another used measure 𝐹𝑙𝑎𝑡𝑒𝑛𝑐𝑦

proposed by Sadeque et al. [8], which combines the F measure (efficiency) and the delay in
emitting alerts.

3.2. Dataset

To train and test each model’s performance we used the eRisk dataset provided. The dataset
comes with the following organization:

Each file is a xml file that contains all writings of a user. The file contains the user id, which
uniquely identifies a user, and a list of writings of the user. Each writing has a title, a date, a
text and an info field. The title is optional, so a lot of posts do not have one. The date has both
the date and time when the writing was posted. The text represents the post itself, and the info
field is just information of the type of writing - in this case, all writings are reddit posts.

In the eRisk test phase, the test data is not received all at once like in the training phase. In
the test phase, posts from every user are received iteratively one by one through an online
server. The next round of posts will only be delivered after a decision for all posts in the current
round has been sent to the server.



Figure 2: Conceptual organization of the dataset.

4. Methods

Our team worked on 4 different models for this task. Unfortunately, due to some technical
issues during the training stage, only 2 were admitted due to a misunderstanding but they are all
very similar. After analysing the approaches of several teams that participated in this task over
the last years [9, 10, 11, 12, 13, 5] we decided to follow the approach of the team that achieved
the best results. These were accomplished by the ILAB Team [13], with an approach based on
BERT transformers. BERT [14] (Bidirectional Encoder Representations from Transformers) is
a transformer based machine learning approach to solve Natural Language Processing (NLP)
tasks. The BERT model is shown and described in Figure 3.

It should be noted that ILAB Team did not use the dataset that was provided by the eRisk
challenge, but built their own, which may have had implications on the results obtained. In our
approach we only used the data provided by the eRisk organizers.

BERT has 2 main components: a Tokenizer and a Model. The Tokenizer splits the string in
tokens and the model receives the tokens and outputs the embeddings. These embeddings are
vector representations of the sentence. Each token has a vector, so in the sentence I like cats, we
will have a [5, 768] embeddings matrix. 5 because BERT adds 2 special tokens CLS and SEP for
classification purposes. The embeddings are then used as input for a Support Vector Machine
learning classifier that is previously trained with similar data and outputs a score for each of
the 2 labels (0 for the control class and 1 for the self-harm class).

As classifier, our team chose a SVM (Support Vector Machine) since it is a very powerful
algorithm to distinguish between classes. We also performed tests with the Adaboost classifier
but no improvement was detected so we kept to the SVM.

4.1. First model

The first step is always a pre-process phase. In this case, the posts were lowercased and tokenized.
After that, each post was fed to the BERT model described above in which the embeddings were
obtained. As classifier, a SVM was used. There were also tests made with other classifiers, such



Figure 3: Illustration of the BERT architecture.

as Adaboost, but no improvements were obtained.

4.2. Second model

For the second model, a different kind of pre-processing was tested. Yake [15] extraction tool
was used. Yake is a library to extract keywords from text. It is a very useful tool since, with the
growth of information, it is not always viable to process huge amounts of text.

The results using Yake were not as expected though. A possible reason is because Yake
extracts the important keywords. But what does important mean? The important keywords
may very well depend on the problem. Yake extracts overall important keywords but this is
a very specific problem. To solve this problem, like the NLP-UNED’s Team showed, features
like the number of first person pronouns can be used to distinguish between possible self-harm
users and control users, and those are examples of words that algorithms like Yake will probably
disregard. An extractor of keywords’ algorithm could be very useful but it needs to be suited
for the problem. Otherwise too much important information will be lost.

As an example, let us consider the post "I’ve been through some myself but I would never
talk about it with other people, even if I was given a wide open opportunity to do so." taken
from the eRisk test dataset.

This post was carefully chosen because it might indicate some mental health distress. However,
the output from yake removes the important parts that might suggest that.



Figure 4: Yake output for the post "I’ve been through some myself but I would never talk about it with
other people, even if I was given a wide open opportunity to do so."

4.3. Third model

This model was an updated version of the previous one, in which we introduced 2 new features:
Emojis and sentiment analysis through VADER.

4.3.1. Emojis

First, we decided to consider the emojis from the posts. Emojis are a visual representation of an
emotion, object or symbol1. Nowadays, every communication app, even the standard message
app that comes with the smartphone, has an option that allows users to add emojis to the text.
Since emojis are used to express emotion, that makes them very useful to determine the state of
mind of a person. Two approaches were taken to add this feature to the model.

In the first approach, all the emojis in the emot library2 were gathered. Then, for each post, an
attribute emoji is created, which is a list of 0s where the number of 0s is equal to the number of
different emojis. Then, the program finds emojis in the post and increments the corresponding 0
in the list. In the end, the lists of every post from the same user are summed and the resulted list
is passed as a feature. This approach did not improve much the results obtained in the training
stage, so a different one was pursued. This one works in a similar way but instead of creating
lists, emojis are found in the text, they are replaced with the description of the emoji. As an
example, the emoji :-) will be replaced by the corresponding description joy. If the original post
is Hi Andrew, nice to meet you :-), then the final post will be Hi Andrew, nice to meet you joy.

It may not make sense in terms of meaning, but the algorithm is not concerned with that.
The word joy will make a lot of difference, not only because it will be associated with a happy
feeling (control user), but also because the third feature used will be affected by these words, as
explained next.

4.3.2. VADER

VADER [16] is a lexicon and rule-based sentiment analysis tool that is specifically attuned to
sentiments expressed in social media. It is very suited for this task. There is a Python module
that makes it extremely easy to use.

It is important to point out that VADER is not 100% reliable. According to Pandey [? ] there
are a lot of tricky sentences. For example The intent behind the movie was great, but it could

1https://www.groovypost.com/howto/what-are-emojis-how-and-when-to-use-them/
2https://github.com/NeelShah18/emot



have been better. This sentence expresses both a positive and a negative sentiment. Similar, The
best I can say about the movie is that it was interesting. In this example, interesting is a tricky
word, it is not clear even for humans, if it means a positive or a negative sentiment. In real life
situations, the tone of the conversation, or the facial expression of the person can help clarify it,
but for an algorithm that analyzes text, those options are not available.

To give an example, let us consider the sentence The phone is super cool. By analysing this
sentence, VADER gives the following output.

Figure 5: VADER output for the sentence The phone is super cool.

The Positive, Negative and Neutral scores represent the proportion of text that falls into
these categories. What this means is that 67% of the sentence gives a positive sentiment, 33% a
neutral and 0% negative. Because it is a percentage, all of these summed up should be 1. The
Compound score is a metric that calculates the sum of all the lexicon ratings which have been
normalized between -1 (most extreme negative) and +1 (most extreme positive). The compound
score turns out to be 0.75, that means a very high positive sentiment.

The emojis feature also affects VADER output. Let us consider the sentence from the example
above, Hi Andrew, nice to meet you :-). The following table shows the results given by VADER
without the emojis characters, with the emojis characters and with the emojis translation.

Table 1
VADER output with the corresponding strings

Sentence VADER compound
"Hi Andrew, nice to meet you" 0.4215

"Hi Andrew, nice to meet you :-)" 0.6249
"Hi Andrew, nice to meet you joy" 0.765

As it can be perceived, the emojis have a big impact on the sentence score given by VADER.
The following diagram shows the various steps of the model presented.

4.4. Fourth model

The fourth model uses the same features as the third model. The only difference between the 2
is the usage of Yake in the pre-process phase. As it was concluded in the second model, the use
of Yake does not improve the performance of the model, and the same was perceived in this one.



Figure 6: Pipeline of the third model proposed.

5. Results

Unfortunately, due to a technical mishap, the results of the last 2 models are not available. The
results obtained in the first 2 runs are shown in the table bellow.

Table 2
Overview of the T2 official results.

Team Name P R F1 ERDE5 ERDE50 latTP speed latency-weighted
Model 1 0.233 0.862 0.367 0.136 0.05 22 0.918 0.337
Model 2 0.274 0.789 0.407 0.128 0.047 22 0.918 0.374

Best Results 0.757 1.0 0.627 0.059 0.034 1 1.0 0.622

The best results row is the set of best measures in all submissions and not the submission
that got the best results.

Before discussing the results, it is important to point out that only 91 out of around 2000
posts were processed, which is considerably low. The algorithm takes a long time to run and
there were complications in the process.

As a result, the performance of our models was not optimal. The precision measure is
significantly lower than the best achieved. Usually precision and recall have an inversely
proportional behaviour so when one of them is really high, the other one is really low. The
results achieved are an example of that, the recall measure is really high, but the precision is
low, which means that our algorithm was able to find almost all of the self-harm users but a lot
of the users classified as self-harm do not belong to this class.

Our latency results are also far from the best achieved, but we have to consider there might



be algorithms that only processed around 10 posts per user. In such cases, the decisions were
emitted really fast. However, by processing so few posts and emitting decisions so fast, the
other measures were all very low.

The team that got the best results overall was the UNSL team that got the best latency-
weighted measure, after processing all 1999 posts. We believe our own results could have
eventually improved if should we had processed more posts. In an offline testing environment
we processed half of the official test corpus and our best performing model reached 0.447 in F1
latency-weighted.

6. Conclusions and future work

We presented in this paper the results of our team’s participation in the eRisk2021 Task 2. As it
was said, there were some complications in the process which damaged the results we obtained,
which was unfortunate. The big amount of time the algorithm takes to process posts also
influenced the results. There is a lot of potential in this work so, future work could be about
improving the model, make it faster so that more posts can be processed and also explore other
possibilities of features such as number of words, number of first pronouns for example. One
important aspect to note regarding our approaches is that keyword extraction did not positively
contribute to the results. However, the possibility of developing a keyword extractor specifically
designed for this problem might be a possible approach for improving the results.

We recognize that social mining can have great use in selecting possible users that suffer
from mental diseases, however given that best results are still not formidable, we have come to
understand that only user’s online data might be insufficient to get the better results possible
since it gives very incomplete information about a person. The ideal scenario for this work
would be a combination of both programmers and doctors to team up and develop a system in
which in the first stage, the program selects the possible cases of mental illness automatically
and in the second stage, with the clinical information and with a doctor’s evaluation, make the
final decision.
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