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Abstract. Emotion Analysis extends the idea of Sentiment Analysis
by shifting from plain positive or negative sentiments to a rich vari-
ety of emotions to get better understanding of the users’ thoughts and
appraisals. The move from Sentiment Analysis to Emotion Analysis re-
quires, however, better feature engineering techniques when it comes to
capturing complex language phenomena, which have to do with figura-
tive language and the way of expressing oneself. In this manuscript we
detail the participation of the UMUTeam in EmoEvalEs’2021 shared task
from IberLEF, concerning the identification of emotions in Spanish. Our
proposal is grounded on the combination of explainable linguistic fea-
tures and state-of-the-art transformers based on the Spanish version of
BERT. We achieved the 6th position in the official leader board with an
accuracy of 68.5990%, only 4.1667% below the best result. In addition,
we apply model agnostic techniques for explainable artificial intelligence
to achieve insights from the linguistic features. We observed a corre-
lation between psycho-linguistic processes and perceptual feel with the
emotions evaluated and, specifically, with documents labelled as sadness.

Keywords: Emotion Analysis · Feature Engineering · Natural Language
Processing.

1 Introduction

Emotion Analysis (EA) is a Natural Language Processing (NLP) task related
to Sentiment Analysis (SA), Document Classification (DC) and Information Re-
trieval (IR), whose objective is the identification of emotions from a piece of
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text [21]. Standard SA, on the other hand, is focused on determining whether
a document is positive, neutral, or negative. EA insights, therefore, are useful
for creating better recommender systems that adapt better to the mood of the
users [21]. Moreover, the oversimplification of SA could be misleading in some
scenarios. For example, while analysing online reviews of movies, EA might iden-
tify as sadness the emotions that arouse in people from the film La vita è bella;
however, these reviews can be wrongly classified as negative from conventional
SA approaches because sadness and negative feelings are related in some way
[9].

In this manuscript we describe the participation of the UMUTeam in the
shared task EmoEvalEs 2021 [15] proposed at Iberian Languages Evaluation
Forum (IberLEF) [11]. This task is focused on the classification of emotions
in micro-blogging posts, which is challenging due to the absence of contextual
clues such as voice modulation or facial expressions. Specifically, this task aims
to distinguish among the following emotions: Anger, Disgust, Fear, Joy, Sadness,
Surprise and Others.

One of our objectives for participating in this task is the evaluation of a set
of linguistic characteristics extracted with the tool UMUTextStats [4, 5] of which
it is part a doctoral thesis from a team member. It is worth mentioning that we
participated with an previous version of this tool on TASS 2020 shared task [6],
in which a similar EA subtask was proposed. However, for this task we present a
major revision of the linguistic features and new forms of combining them with
state-of-the-art transformers.

This manuscript is organised as follows: First, Section 2 provides background
information regarding EA. Next, Section 3 describes briefly the corpus that was
made available by the organisers of the shared task. The methodology is depicted
in Section 4. Next, Section 5 contains the results achieved by our team and the
comparison with the rest of the participants. In addition, an interpretation of
the features is presented. Finally, the conclusions and promising future research
directions are shown in Section 6.

2 Background information

Emotion categorisation is a challenging task. On the one hand, there are several
emotion classifications [7], such as six Ekman’s basic emotions [3], Plutchik’s
Wheel of Emotions [17] or Russel’s Circumplex Model [20]. On the other, the
detection of emotions is subtle to distinguish as several emotions can be present
at the same time. Also, there are not too many studies and resources in Spanish
focused on this task. Nevertheless, recent shared tasks are focusing on Spanish
EA as TASS 2020 [24], which includes a subtask based on six Ekman’s basic
emotions in Spanish tweets. One of the approaches to address the lack of datasets
in Spanish for EA was carried out in [16], in which the authors presented a
dataset of tweets compiled in April 2019 annotated based on the six Ekman’s
basic emotions plus an extra emotion for neutral and others. Another recent
work is [1], in which the authors apply EA to social media by incorporating to



their pipeline affective lexical resources such as SEL [22], iSOL [10], and EmoLex
[8]. The experiments performed in this work indicate that the usage of linguistic
features and sentiment lexicons are advantageous for conducting EA. In the same
line, the usage of linguistic features have proven effective in other related tasks
such as satire identification [14], in which the authors employ Linguistic Inquiry
Word Count (LIWC) [23] for distinguish among satiric and non-satiric texts from
European Spanish and Mexican Spanish tweets.

3 Corpus

According to the organisers of the task, the EmoEvalEs’ dataset consisted in
tweets from April 2019 based on different events. The tweets were pre-processed
to replace hashtags and mentions with some tokens to hinder the automatic clas-
sification task. The dataset was distributed in three splits: train, development,
and testing. Table 1 depicts the distribution of the corpus. As we can observe,
many of the tweets could not be labelled with one of the sentiments and they
were rated as others. This fact gives an idea of the difficulty of the task, even
for human annotators. The emotions with more number of instances are joy,
and sadness that are, from our point of view, the most generic and polarised
emotions. On contrast, fear and disgust emotions are underrepresented in the
dataset. It may be that these emotions are difficult to categorise, or that people
do not express those emotions on public social networks.

Table 1. Corpus distribution by label and split ordered by number of instances

Label Total Training Val Test

others 4028 2800 414 814
joy 1762 1227 181 354
sadness 996 693 104 199
anger 842 589 85 168
surprise 340 238 35 67
disgust 160 111 16 33
fear 95 65 9 21

Total 8223 5723 844 1656

4 Methodology

This section describes the feature sets employed for solving this task, the neural
networks evaluated, and the hyperparameter optimisation stage carried out.

Regarding the features employed, our proposal is grounded on linguistic fea-
tures in combination with state-of-the-art transformers [25]. During our exper-
imentation, we also evaluated word and sentence embeddings from pre-trained
Spanish models. For the linguistic features (LF ) we use UMUTextStats [4, 5].



This tool is inspired in LIWC [23] but designed from scratch the Spanish lan-
guage. UMUTextStats takes into account more than 350 linguistic features cat-
egorised as follows: (1) phonetics, which handles techniques such as word elon-
gation; (2) morphosyntax, that includes a fine-grained Part-of-Speech tags ex-
tracted from Stanza [18] and custom lexicons; (3) correction and style, that
captures different stylistic and correction patterns used during writing; (4) se-
mantics, that captures linguistic phenomena such as onomatopoeia, euphemism,
dynamism, or synecdoc; (5) pragmatics, that includes figurative language phe-
nomena [13], discourse markers and courtesy forms; (6) stylometry, including
several corpora statistics such as Type-token ratio (TTR) and punctuation sym-
bols; (7) lexical, that includes a wide variety of topics, including locations, organ-
isations, animals, weapons, food, religion, or health among others; (8) psycho-
linguistic processes, that includes positive and negative expressions; (9) register,
that includes the usage of informal speech, colloquialisms, or SMS language; and
(10) social media, that captures jargon used in social networks. For the trans-
formers we use the Spanish version of BERT, also known as BETO [2]. To obtain
these vectors, we evaluated two methods, that we called BE and BF respectively,
both extracting the [CLS] token in a similar way as is detailed at [19] and using
HuggingFace (v4.4.2). The key difference is that for BE we obtained the vectors
from BETO directly, whereas for BF we first fine-tuned BETO with the Emo-
EvalEs dataset. Both BE and BF are fixed-vectors of 768 items per document.
In addition to the transformers, we also evaluated neural networks with word
and sentences embeddings from fastText, word2vec, and gloVe. We refer to these
feature set as WE for the word embeddings and SE for the sentence embeddings.

Each feature set (LF, SE, BF, and WE ) was trained separately and in combi-
nation using the functional API of Keras. For the fixed-sentence vectors we rely
on multi-layer perceptrons but for WE we also evaluated a convolutional and
two bidirectional recurrent neural networks, based on Long-Short Term Memory
(BiLSTM) and Gated Recurrent Unit (BiGRU), that have provided good results
in the past for conducting SA tasks [12].

The next step in our pipeline consisted in a hyperparameter optimisation.
For this, we evaluate a total of 110 neural models per feature set (in isola-
tion or combined). The best model was selected using the weighted F1 score.
Most of the neural networks evaluated consisted in shallow multilayer percep-
trons (MLP) with one or two hidden layers and with both hidden layers having
the same number of neurons (8, 16, 48, 64, 128, 256). We also evaluated deep
neural networks with a number of hidden layers between 3 and 8, with a differ-
ent number of neurons per hidden layer organised in different shapes. For the
rest of the hyper-parameters, we evaluated different dropout rates, several ac-
tivation functions, and different learning rates. The source code is available at
https://github.com/Smolky/emoevales-2021.

https://huggingface.co/sentence-transformers/bert-base-nli-cls-token
https://huggingface.co/
https://github.com/dccuchile/spanish-word-embeddings



Table 2 depicts the results of the hyperparameter optimisation stage for each
feature set separately and in combination. For the sake of simplicity, we have
included only the combinations with LF. Regarding the feature sets separately,
we can observe that the best results are obtained with shallow neural networks,
with 2 hidden layers (except for SE) with brick shape. The number of neurons is
always less than the number of parameters, resulting in 256 neurons for LF, 128
for SE, and 512 for BE and BF. All neural networks achieved their best results
with dropout for the features in isolation. The learning rate varies from 0.001 for
LF and BE to 0.01 for SE and BF. Out of the activation functions, relu achieves
better results for LF, SE, and BE whereas tanh achieves better results for BF.
When we observe the features combined in pairs, only the combination of LF
with BE requires a complex deep neural network to achieve their best result,
with 4 hidden layers and 512 neurons stacked in a diamond shape. However,
when combining LF with BF, the best result is achieved with a simpler model
composed by two hidden layers of 128 neurons each. When combined in groups
of three, the combination of LF, SE, and BE requires also a deep neural network
composed of four hidden layers (as the combination of LF with BE) but with
1024 neurons. However, the combination of LF, SE, and BF resulted in a simpler
model of two hidden layers with 48 neurons each. A similar architecture can be
found when combining LF, SE, BE, and BF. In this case, the network also results
in a very simpler model with only one hidden layer of 48 neurons, a dropout
of 0.2, and a learning rate of 0.01 with a sigmoid as activation function. The
simplicity of the networks in which BF is present can be explained because the
weights of BF have been trained with the EmoEvalEs dataset, so the embeddings
have already been grouped based on the emotions within the latent space.

Table 2. The best hyperparameters by separate feature sets and combinations in that
LF appears

Feature set shape hidden layers neurons dropout learning rate activation

LF brick 2 256 0.3 0.001 relu
SE brick 1 128 0.3 0.01 relu
BE brick 2 512 0.1 0.001 relu
BF brick 2 512 0.2 0.01 tanh

LF-SE brick 1 512 0.3 0.01 relu
LF-BE diamond 4 512 - 0.001 elu
LF-BF brick 2 128 0.3 0.01 sigmoid

LF-SE-BE brick 4 1024 - 0.01 sigmoid
LF-SE-BF brick 2 48 0.2 0.001 sigmoid

LF-SE-BE-BF brick 1 48 0.2 0.01 sigmoid



5 Results

Participants were required to submit a maximum of three runs that are ranked
by macro average F1-score but also by accuracy and the macro-averaged versions
of Precision and Recall. The organisers of the task allowed the participants to
send their runs in two separated time slots: A development phase, in which the
participants could evaluate their results with the development dataset, and the
official one, against the test split. Due to lack of time, we were able to send only
a run during the development phase that achieved an accuracy of 70.8531% and
a macro averaged F1-Score of 69.9542%, reaching the second position in a total
of six participants.

For the official competition our first run consisted in an ensemble of the best
model for each feature set: LF, SE, BE, and BF. We exclude WE because it
requires a large amount of time for training and the results does not outperform
the models based on fixed-length vectors. This ensemble model decides the final
output with an averaged version of the mode. For that, we store the results of
each model with the validation set in order to decide its weight for the final
decision. We achieve an 68.599% accuracy with this run. The macro F1-Score is
66.8407%, the precision is 67.2546%, and the recall is 68.5990%. For our second
run, we evaluate another form of ensemble based on the softmax layer of each
neural network. We use the probabilities of each neural network to train an
extra ensemble. This run achieves worst result than the previous ensemble with
an accuracy of 68.2971%. Our last submission consisted in a MLP perceptron
trained with two inputs LF, and BF, as we want to compare the results of
methods non based on ensembles. We achieve an accuracy of 66.7874%.

The official results are depicted in Table 3. We achieve the 6th position in the
official leader board with an accuracy of 68.5990%, a macro average precision of
67.2546%, a macro recall of 68.5990%, and a macro F1-score of 66.8407%. The
best result is achieved by fyinh, with an macro F1-score of 71.7028%, followed
by fyinh with an macro F1-score of 71.1373%. We can observe that all runs and
participants achieve competitive results. On the one hand, the major accuracy
difference is only of 10.9903% between the best and worst result. On the other
hand, the relation regarding the macro precision and macro recall is similar
among all the participants. It is worth noting that we set the main metric for
the hyper-parameter optimisation to the weighted f1-score but finally, macro f1-
score was the official score. It is possible, therefore, that we could achieve better
results with a better strategy.

We include the normalised confusion matrix of the best model, a ensemble
that combines LF, SE, BE, and BF using the weighted mode, with the validation
set (see Figure 1). We can observe that anger is predicted correctly most of the
times, and the wrong classifications are about the others class. Emotions of
disgust are classified wrongly as anger, followed by others and fear. Only a 12%
of documents labelled as disgust are correctly classified. Documents labelled as
fear by the annotators are correctly classified the 67%, but sometimes they are
wrongly classified as anger, disgust, and others. It is worth noting that both
classes, fear and disgust are the labels with less instances in the corpus and that



Table 3. Official results of the task, ranked by accuracy

Rank Team/User Accuracy M-precision M-recall M-F1 score

1 daveni 72.7657 70.9411 72.7657 71.7028
2 fyinh 72.2222 70.4695 72.2222 71.1373
3 HongxinLuo 71.2560 70.4496 71.2560 70.5432
4 JorgeFlores 70.2899 69.2397 70.2899 69.6675
5 hahalk 69.2029 67.9620 69.2029 66.3740
6 UMUTeam 68.5990 67.2546 68.5990 66.8407
7 ffm 68.4179 68.2765 68.4179 68.2487
8 fazlfrs 68.2367 66.4868 68.2367 66.8757
9 luischir 67.8140 65.8314 67.8140 65.7367
10 vitiugin 67.5725 65.7681 67.5725 66.1427
11 job80 66.8478 65.2840 66.8478 64.6085
12 aridearriba 65.2778 60.0479 65.2778 62.2223
13 Timen 61.7754 59.7877 61.7754 60.0217
14 QuSwe1d0n 53.6836 65.3707 53.6836 55.7007
15 qu 44.9879 61.8833 44.9879 44.6947

our proposal is especially confused with the disgust class. For the class joy, our
system classifies it correctly the 61%, labelling as others a 32%. The majority
class others is classified correctly the 80%, but the 12% is wrongly classified as
joy. Note that these were the classes with large number of instances. Sadness
is correctly classified the 67%. Finally, for the documents labelled as surprise,
our system is able to classify the 37%, but a 43% of the times are classified as
others, an 11% as anger, and a 9% as joy. The strong points of our proposal are
that there are not so many wrongly classifications as opposite emotions, as it
could be labelling sadness as joy or vice-versa. However, our proposal is confused
between anger and disgust and it achieves a low recall on the class surprise.

In order to provide some understanding of the linguistic features, we obtain
the top ten discriminatory linguistic features per class (see Figure 2) and we
generate a polar chart for each linguistic category and emotion (see Figure 3).
Note that in both charts we exclude intentionally those tweets labelled as others.

As it was expected, the features related to sad emotions are strong discrimi-
natory for the sadness label, but also has an strong impact on disgust. In a similar
manner, anger label is also related with the psycho-linguistic process anger, but
also with disgust. As a personal opinion, anger and disgusts are the emotions in
which it is more difficult to differentiate. Another correlation is perceptual feel,
which has a strong correlation with sadness. In the same line, negative process
is also related to different emotions such as anger, disgust, fear, and sadness,
but also is relevant for documents labelled as surprise. It draws our attention
that the token º has a strong correlation for documents labelled as sadness and
surprise. We manually checked which tweets contains that sign and the majority
are related to the sports events, such as La Liga and ChampionsLeague. They
appear to discuss about results by means of ordinal numbers. It can also be
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Fig. 1. Confusion matrix with the validation split with an ensemble based on the
weighted mode of LF, SE, BE, and BF



observed that tweets with fewer words correspond mostly to tweets labelled as
fear and joy.

psycholinguistic processes 
negative sad

psycholinguistic processes 
negative general

psycholinguistic processes 
negative

lexical social perceptual feel

psycholinguistic processes 
positive

psycholinguistic processes 
negative anger

psycholinguistic processes

stylometry punctuation symbols 
numero sign

psycholinguistic processes 
positive general

stylometry corpus words count

0% 25% 50% 75% 100%

anger disgust fear joy sadness surprise

Fig. 2. Mutual information by label.

Regarding each linguistic feature category (see Figure 3), the major differ-
ence among emotions appears in the semantics category, that it is the one that
includes positive, and negative emotions. Regarding phonetics, that include fea-
tures such as word elongation to add emphasis, sadness is the emotion that
makes less use of this linguistic device. Regarding correction and style, fear is
the emotion in which most stylistic errors are detected. Regarding lexical and
topics, there is a wide heterogeneity among the emotions, ordered from major
to minor use of topics by surprise, joy, fear, disgust, anger, and sadness. This
fact suggest that people describes the cause of their emotions to explain which
causes its surprise or joy, but they are less likely to explain why they are sad or
angry.

6 Conclusions

Here we have described the participation of the UMUTeam at EmoEvalEs 2021
shared task regarding EA in Spanish. As commented earlier, this task has been
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Fig. 3. Polar chart of emotions.



an opportunity for us to evaluate our methods in real scenarios and we considered
that we achieved competitive results but with room for improvement. From the
point of view of explainable artificial intelligence, we have shown the potential
of the linguistic features to provide model agnostic methods for explainability.

As promising research directions we suggest to continue with the interpretabil-
ity of the neural network models and features. In this sense, we propose to
find the correlations between the linguistic features and embeddings in order
to determine in which cases they are complementary and in which not. Another
promising direction is to provide contextual features to EA, in order to track how
sentiments and emotions are changing on online conversations such as threads
on Twitter.
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