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A knowledge base (KB) is a computer-processable col-
lection of knowledge about the world. In its simplest
variant, a KB takes the form of a labeled graph, where
the nodes are entities (such as people, organizations, and
geographical locations), and the edges represent the links
between these entities in the real world (such as who
was born where, which organization is headed by whom,
which city is the capital of which country etc.). The
formal definition of the categories and the relations of
a KB is called an ontology'. Knowledge bases provide
the background knowledge for different artificial intelli-
gence applications, ranging from personal assistants to
Web search, question answering, and text analysis. In
particular, KBs are useful in information retrieval (IR),
where they serve for structured search and entity dis-
ambiguation. Research has made extraordinary progress
in the automated construction of KBs, and today’s KBs
contain billions of entities [1]. Nevertheless, KBs are still
far from perfect. In this keynote talk, I outline several
challenges in the construction and maintenance of KBs,
and show how our research group approached them.

Construction of KBs. KBs used to be built by hand. In
2008, our YAGO knowledge base [2] was one of the first
large knowledge bases that were constructed automati-
cally. While the first version of YAGO fed from Wikipedia,
the newest version, YAGO 4 [3], feeds from Wikidata.
YAGO 4 cleans up the taxonomy of Wikidata (by replac-
ing it by the one from schema.org), gives entities and
relations readable identifiers, and applies schema con-
straints. This cleans the data, and an OWL DL reasoner
can actually run on this KB. We have also ventured be-
yond Wikidata and Wikipedia, by extracting commercial
products from the Web [4]. Our work harvests universal
product codes from the Web and builds a shallow KB on
top. In such scenarios, one often encounters the problem
of entity linking: Given the mention of an entity on a
Web page, map it to any of the predefined entities from a
catalog. We found that this problem can be solved by a
rather lightweight neural architecture [5], which works
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!The title uses this word instead of “knowledge base” to rhyme
with a book title by Douglas Adams [42].

just as well as heavier solutions such as transformers.
Completion of KBs. KBs are usually highly incomplete.
We have worked on this problem along several axes: Our
AMIE system [10] can find rules such as If two people are
married, they usually live in the same city [11]. Such rules
can then be used to predict missing facts. We have also
developed methods to determine whether a fact is missing
in the first place [12]. Another work [13] can determine
whether an attribute (such as hasParent) appears with all
entities of a class (say, Person) in the real world - even if
it does not in the KB. Finally, we have developed methods
to estimate how many entities of a class are missing [14].
Querying KBs. KBs can be pretty large, and thus they
are usually loaded into a triple store (database) in order
to query them. However, for large KBs, even this loading
can take hours, and if we want to launch only a single
query, the loading is an overhead. We have developed
an approach that transforms a Datalog or SPARQL query
into bash commands [15]. These can be executed directly
on the files of the KB (in TSV format), thus bypassing
the triple store completely. Another work [16] is con-
cerned with querying KBs that can be accessed only by
predefined functions. We show that for a certain class
of functions and queries, it is decidable whether a query
can be answered by an orchestration of these functions.
Applying KBs. We have applied KBs for the purposes
of combinatorial creativity [17] and to the digital human-
ities [18]. With the help of YAGO, we can, e.g., trace the
life expectancy over the centuries, drilled down by gen-
der or country of birth. In an attempt to bring semantic
understanding to a very different domain, we look into
explaining the decisions of a black box machine learning
model by help of several decision trees [19].

Extension of KBs. KBs usually contain mainly binary
links between entities — a knowledge representation
known as RDF. In our NoRDF project [6], we aim to enrich
KBs by beliefs, claims, events, causes, and entire stories.
We have so far mainly surveyed the existing literature:
how to deal with non-named entities [7], how to deal
with vague expressions [8], and how to assess whether
transformers can reason on natural language [9].
Conclusion. Knowledge Bases are a fascinating and
useful domain of research. Many challenges have been
overcome recently, and many new ones are awaiting us.
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