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Abstract
In this paper, we consider decision trees that use both queries based on one attribute each and queries
based on hypotheses about values of all attributes. Such decision trees are similar to ones studied in
exact learning, where not only membership but also equivalence queries are allowed. For 𝑛 = 3, . . . , 6,
we compare decision trees based on various combinations of attributes and hypotheses for sorting 𝑛
pairwise different elements from linearly ordered set.
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1. Introduction

Decision trees are widely used in many areas of computer science, for example, test theory
(initiated by Chegis and Yablonskii [1]), rough set theory (initiated by Pawlak [2, 3, 4]), and
exact learning (initiated by Angluin [5, 6]). These theories are closely related: attributes from
rough set theory and test theory correspond to membership queries from exact learning. Exact
learning also studies equivalence queries. The notion of “minimally adequate teacher” using
both membership and equivalence queries was discussed by Angluin in [7]. Relations between
exact learning and PAC learning proposed by Valiant [8] were considered in [5].

In [9, 10, 11], we added the notion of a hypothesis (an analog of equivalence queries) to the
model considered in both rough set theory and test theory and proposed dynamic programming
algorithms for the optimization of the decision trees with hypotheses. Note that the dynamic
programming algorithms for the optimization of the conventional decision trees that do not use
hypotheses were proposed earlier [12].

In the present paper, we consider an application of the dynamic programming algorithms
from [9, 10, 11] to the study of the problem of sorting. We compare the complexity of five types
of optimal (relative to the depth and relative to the number of realizable nodes) decision trees
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based on various combinations of attributes and hypotheses for sorting 𝑛 pairwise different
elements from linearly ordered set, 𝑛 = 3, . . . , 6. Results obtained for the conventional decision
trees are known – see book [12]. Results obtained for the decision trees with hypotheses are
completely new.

Note that in the present paper we follow [11] when discuss the notions related to the decision
trees with hypotheses. Complete definitions of these notions can be found in the same paper.

2. Five Types of Decision Trees and Their Optimization

Let 𝑇 be a decision table with 𝑛 conditional attributes 𝑓1, . . . , 𝑓𝑛 that have values from the
set 𝜔 = {0, 1, 2, . . .}. Rows of this table are pairwise different and each row is labeled with a
decision. For a given row of 𝑇 , we should recognize the decision attached to it. To this end,
we will use decision trees based on two types of queries. We can ask about the value of a
conditional attribute 𝑓𝑖 ∈ {𝑓1, . . . , 𝑓𝑛} on the given row. As a result, we obtain an answer of
the kind 𝑓𝑖 = 𝛿, where 𝛿 is the number in the intersection of the given row and the column 𝑓𝑖.
We can also ask if a hypothesis {𝑓1 = 𝛿1, . . . , 𝑓𝑛 = 𝛿𝑛} is true, where the numbers 𝛿1, . . . , 𝛿𝑛
belong to the columns 𝑓1, . . . , 𝑓𝑛, respectively. Either this hypothesis is confirmed or we obtain
a counterexample of the kind 𝑓𝑖 = 𝜎, where 𝑓𝑖 ∈ {𝑓1, . . . , 𝑓𝑛} and 𝜎 is a number from the
column 𝑓𝑖 that is different from 𝛿𝑖. We will say that this hypothesis is proper if (𝛿1, . . . , 𝛿𝑛) is a
row of the table 𝑇 .

We study the following five types of decision trees:

1. Decision trees based on attributes only.
2. Decision trees based on hypotheses only.
3. Decision trees based on both attributes and hypotheses.
4. Decision trees based on proper hypotheses only.
5. Decision trees based on both attributes and proper hypotheses.

As time complexity of a decision tree we consider its depth, which is equal to the maximum
number of queries in a path from the root to a terminal node of the tree. We consider the
number of realizable relative to 𝑇 nodes in a decision tree as its space complexity. A node is
called realizable relative to 𝑇 if the computation in the tree will pass through this node for some
row and some choice of counterexamples. We use the following notation:

• ℎ(𝑘)(𝑇 ) denotes the minimum depth of a decision tree of the type 𝑘 for 𝑇 , 𝑘 = 1, . . . , 5.
• 𝐿(𝑘)(𝑇 ) denotes the minimum number of nodes realizable relative to 𝑇 in a decision tree

of the type 𝑘 for 𝑇 , 𝑘 = 1, . . . , 5.

In [9] and [10], dynamic programming algorithms for the optimization of decision trees of
all five types relative to the depth and the number of realizable nodes were proposed (see also
journal extension [11] of these papers that considers additionally two cost functions: the number
of realizable terminal nodes and the number of nonterminal nodes). Note that algorithms for
the minimization of the depth and number of nodes for decision trees of the type 1 were
considered in [12] for decision tables with one-valued decisions and in [13] for decision tables
with many-valued decisions.



Table 1
Experimental results for the depth

𝑛 ℎ(1)(𝑇𝑛) ℎ(2)(𝑇𝑛) ℎ(3)(𝑇𝑛) ℎ(4)(𝑇𝑛) ℎ(5)(𝑇𝑛)

3 3 2 2 2 2
4 5 4 4 4 4
5 7 6 6 6 6
6 10 9 9 9 9

Table 2
Experimental results for the number of realizable nodes

𝑛 𝐿(1)(𝑇𝑛) 𝐿(2)(𝑇𝑛) 𝐿(3)(𝑇𝑛) 𝐿(4)(𝑇𝑛) 𝐿(5)(𝑇𝑛)

3 11 13 9 14 9
4 47 253 39 254 39
5 239 15,071 199 15,142 199
6 1,439 2,885,086 1,199 2,886,752 1,199

Dynamic programming optimization algorithms are applicable to medium-sized decision
tables. These algorithms first construct a directed acyclic graph (DAG) whose nodes are some
subtables of the original decision table given by conditions of the type “attribute = value”. Then
they pass through all the nodes of the DAG, starting with the simplest subtables, and for each
subtable they find the minimum value of the considered cost function.

In the present paper, we use algorithms proposed in [9, 10, 11] to study decision trees of all
five types optimal relative to the depth and relative to the number of realizable nodes for the
sorting problem. Results for decision trees of the type 1 were obtained earlier [12]. Results for
decision trees of the types 2–5 are new.

3. Problem of Sorting

In this paper, we study the problem of sorting 𝑛 elements. Let 𝑥1, . . . , 𝑥𝑛 be pairwise different
elements from a linearly ordered set. We should find a permutation (𝑝1, . . . , 𝑝𝑛) from the set
𝑃𝑛 of all permutations of the set {1, . . . , 𝑛} for which 𝑥𝑝1 < · · · < 𝑥𝑝𝑛 . To this end, we use
attributes 𝑥𝑖 : 𝑥𝑗 such that 𝑖, 𝑗 ∈ {1, . . . , 𝑛}, 𝑖 < 𝑗, 𝑥𝑖 : 𝑥𝑗 = 1 if 𝑥𝑖 < 𝑥𝑗 , and 𝑥𝑖 : 𝑥𝑗 = 0 if
𝑥𝑖 > 𝑥𝑗 .

The problem of sorting 𝑛 elements can be represented as a decision table 𝑇𝑛 with 𝑛(𝑛 −
1)/2 conditional attributes 𝑥𝑖 : 𝑥𝑗 , 𝑖, 𝑗 ∈ {1, . . . , 𝑛}, 𝑖 < 𝑗, and 𝑛! rows corresponding to
permutations from 𝑃𝑛. For each permutation (𝑝1, . . . , 𝑝𝑛), the corresponding row of 𝑇𝑛 is
labeled with this permutation as the decision. This row is filled with values of attributes 𝑥𝑖 : 𝑥𝑗
such that 𝑥𝑖 : 𝑥𝑗 = 1 if and only if 𝑖 stays before 𝑗 in the tuple (𝑝1, . . . , 𝑝𝑛).

For 𝑛 = 3, . . . , 6 and 𝑘 = 1, . . . , 5, we find values of ℎ(𝑘)(𝑇𝑛) and 𝐿(𝑘)(𝑇𝑛) using dynamic
programming algorithms described in [9, 10, 11] – see results in Tables 1 and 2.

From the obtained experimental results it follows that the decision trees of the types 2–5 can



have less depth than the decision trees of the type 1. Decision trees of the types 3 and 5 can
have less number of realizable nodes than the decision trees of the type 1. Decision trees of the
types 2 and 4 have too many nodes.

4. Conclusions

In this paper, we found the minimum depth and the minimum number of realizable nodes of
five types of decision trees for sorting 𝑛 elements, 𝑛 = 3, . . . , 6.

In the future, we are planning to study joint behavior of the depth and the number of nodes in
such decision trees. It would be also interesting to compare the complexity of optimal decision
trees of the considered five types constructed by dynamic programming algorithms and the
complexity of decision trees constructed by entropy-based greedy algorithm proposed in [14].
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