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Abstract. Robots are used in several domains in our society. Humanoid robots 

have especially many features and are used in shopping malls and as coaches 

for training activities. We use a humanoid robot Pepper as motivator for per-

form specific exercises that have to be performed by post-stroke patients.  The 

number of people living with stroke-related disability is increasing. Because the 

number of physiotherapists and occupational therapists is not sufficient, hu-

manoid robots might help to bridge the gap between demands and available re-

sources. 

However, the necessary software is quite complex.  This report discusses a case 

study that resulted in an architecture that allows to externalize some services 

from the robot. In this way a kind of “thin robot” is used. 
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1 Introduction 

Humanoid robots became popular during the last decade. They are used as advisors in 

shopping malls, as therapists for people with dementia, as coaches in training sessions 

or teachers for children. 

In our project E-BRAiN (Evidence-based Robot-Assistance in Neurorehabilitation; 

www.ebrain-science.de) we study whether a humanoid robot can support patients 

after stroke in daily repetitive training tasks that are intended to recover disabled body 

functions. After an introduction of the exercises by a human therapist, Pepper is in-

tended to replace the therapist in after the first session. 

Stroke is a wide spread disease [8] that can lead to activity limitations. Therapies 

for stroke survivors with severe arm paresis exist. ( i.e. the Arm Basis Training (ABT) 

([8], [9], [12) or the Mirror Therapy (MT) [20]). 

We started implementing the instruction for training tasks and the feedback accord-

ing to the tutorials of Softbank Robotics [17]. After a while we recognised that the 

dialogs became quite complex and it was difficult to maintain the software. Wagner 

and Deissenboeck mention in [21]: “Consequently, the determination of an appropri-

ate abstraction level for the multitude of artefacts that form a software system is an 
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integral part of software engineering.” We recognised that we should model the navi-

gation structure on a more abstract level as a state machine. An interpreter was im-

plemented for this purpose. Some details of this approach will be discussed in this 

report. However, the exercises for post-stroke patients will be presented at the begin-

ning. Afterwards, we focus on modelling the navigation structure and on providing a 

software architecture.  Related work is discussed in the fourth section. The report 

closes with a summary and an outlook. 

2 Training Tasks 

The clinical members of our E-BRAiN team selected the Mirror Therapy (MT), the 

Arm Basis Training (ABT), the Arm Ability Training (AAT) and the Neurovsiual 

Therapy [19] as candidates to be implemented digitally. These training therapies re-

quire daily repetitive training schedules. These therapies will be shortly described. 

The Mirror Therapy is a treatment option for stroke survivors with severe arm paresis. 

A mirror is placed on a table between the arms. In this setting, the illusion of “nor-

mal” movements of an even severely affected paretic limb can be provided by the 

mirror image of a moving non-affected limb [20].  

Fig. 1. A Situation during a mirror therapy. 

A patient receives instructions to exercise his non-affected arm, to look into the 

mirror and to imagine that his affected arm is moving (see Fig. 1). This imagination is 

able to stimulate the brain areas around the stroke-affected areas and promotes the 

recovery of motor control of these areas and hence can result in a recovery of the 

ability to move the affected arm. 

The Arm Basis Training has been designed for patients with severe arm paresis but 

ability to move the arm. Within a systematic training structure all segments of the arm 

and hand are repetitively trained. Fig. 2 gives an impression of the therapy. 
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Fig. 2. ABT training exercises with a therapist (from [10]). 

The Arm-Ability Training has been especially designed to promote manual dexterity 

recovery for stroke patients who have a mild to moderate arm paresis. Platz and Lotze 

report in [11] about its design, clinical effectiveness, and the neurobiology of the ac-

tions. Fig. 3 gives an example of one training task where a patient has to follow a 

labyrinth as fast as possible. Touching the labyrinth wall results in a one second pen-

alty and the patient is supposed to hold his impaired training arm up in the during the 

exercise. The patient’s performance will later be evaluated. 

Fig. 3. 1 of the 8 exercises of the AAT: following a maze on a tablet with a pen. 

Neglect is a visual problem after stroke. Left hemiplegic patients have evident diffi-

culties orienting their eyes towards their left field of vision. As a result, affected pa-

tients might e.g. leave the entire left-hand side of their meals untouched, because their 

field of vision is lacking the information of their left eye. 

The neglect therapy provides exercises to cope with this problem. Error! Reference 

source not found..  Provides an example for this. 

Fig. 4.  Exercise for finding the number of persons 

During the classical therapy a professional therapist observes and supports the per-

formance of exercises. In our project Pepper will do this job. One precondition was 
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the digitalization of training task. The sensors of the robot were otherwise not able to 

identify mistakes. Additionally, dialogs for instructions, feedback and motivational 

sentences had to be implemented. 

3 Using the Humanoid Robot Pepper as Therapist 

The humanoid Robot Pepper [17] can talk, provide data on its tablet, move the head 

and its arms.  Fig. 5 provides an impression of the usage of Pepper. It shows a situa-

tion where the robot explains a training task of the mirror therapy and shows two 

pictures. The first picture demonstrates the start situation and the second picture the 

end position of the arm. A video of the whole movement was shown beforehand. 

 Fig. 5. Pepper with pictures of a training instruction on its tablet. 

All data from the robot’s tablet can be displayed on other tablets as well. For the 

mirror therapy there is no feedback about the performance because the exercises are 

performed with the healthy arm and one can assume that all patients can perform 

them correctly. More important are the sentences of the robot after the half of the 

prescribed repetition of a exercise: “Have a look into the mirror and imagine that your 

handicapped arm is moving”. The goal here is to have an intense stimulation on the 

brain. 

However, for the arm basis training we will analyse the movement of a patient and a 

helper. For this purpose, 3D cameras are used. Fig. 6 gives an impression of one ana-

lyzed perspective 

Fig. 6. Analyzed picture of one perspective of an ABT training task. 
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4 Modelling the Dialogs of the Robot 

4.1 Implementing the Dialog on the Robot 

According to the tutorial of Softbank Robotics applications can be installed on the 

robot. One can program them in such a way that the robot shows text, pictures and 

videos on its tablet. Additionally, the robot can talk and listen to persons. The mirror 

therapy was completely implemented in this way. This app worked quite well with 

therapists and students as test persons. For the arm-ability training we recognized that 

using the tablet of the robot is very difficult. Therefore, it was decided to use addi-

tional tablets that can be put on a table. The connection with the robot was established 

via direct wireless communication. Unfortunately, for longer interactions we realized 

problems because some messages were lost sometimes. This resulted in arbitrary 

deadlocks on the robot. We looked for other communication solutions and identified 

the MQTT technology [15] as a good option. Messages are not sent directly between 

sender and receiver but via a MQTT server. At this server clients can register for spe-

cific channels and topics. Messages are not sent only once by the server but again and 

again until the receiver got them. No message gets lost in this way. With this change 

in our software architecture we reached a stable application. 

4.2 Abstracting the Dialog Specification and Using External Components 

Having this technology available we thought about breaking down our monolithic 

application on the robot into separate components. From our experience in HCI and 

supported by [16] we decided to abstract the dialogs of the robot by final state ma-

chines. An own interpreter was implemented in Python that allows the execution of 

state-machine specifications. Our implementation allows hierarchical states like 

s1/s11/s111 and integrates MQTT messages. Therefore, messages can be sent in states 

and during transitions. Currently, four different types of methods are implemented in 

our class DialogEngine. Below is an example for each of the four cases. The variable 

“de” has an object of the dialog engine as its value. 

1. de.add_message_for_state ( ’state/ s1’, {’text’ :’ hello’, ’image’: ’ebrain1.jpeg’})

2. de.add_event_transition(source=’state/s1’, target=’state1/s3’, guard=is_button_pressed)

3. de.add_timed_transition(source=’state1/s11’, target=’state1/s12’, timeout_in_s=4)

4. de.add_interaction_for_state( ’state2/s14 ’, video=’video.mp4’)

The first method results in the construction of substate s1 of state. While entering the 

state a MQTT message with the corresponding name value pairs is sent. The receivers 

have to interpret the corresponding content. For this example, pepper could say hello 

and present the picture on his tablet like in Fig. 5. The second method results in a 

state transition of the dialog. However, a condition has to be fulfilled. In this case the 

function is called is_button_pressed. Transitions allow very flexible and extendable 
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specifications. New ideas can be introduced easily. A timed transition is executed 

after a certain interval of time without any side effect. The fourth method results in a 

MQTT message for the presentation of a specific video. Other options are “say”, 

“text” or “image”. This list of options is extendable if new requirements are identi-

fied. 

Based on the MQTT technology we were able to develop a software architecture 

where robot control, apps for exercises, management of therapies and tool support for 

programmers are separated (see Fig. 1). 

MQTT Server Tablet1Therapy Administration

Interaction Server

Tablet2

DSL Tool
Dialog Scripts

User Models

Flickboard

Pepper

Touch Screen

Visualisation Tool

Programmer

Therapist
Patient

Legend
Data flow
Data flow under development
Interaction

Robot Control

Apps for ExercisesManagement of Therapies

Programming Support

Fig. 7. Software architecture of our E-BRAiN system. 

Fig. 7 gives an impression of the architecture we use. The communication between 

different software components is performed by message exchange via a MQTT server 

[15]. A flickboard [2]  is used for therapy sessions to represent “yes” if a hand is put 

on it, since some patients might have problems to pronounce a “yes” in such a way 

that Pepper can understand it. The two tablets are necessary for some exercises of the 

arm-ability training and the touch screen is necessary for neglect patients.  

On the interaction server the interpreter of the finite-state machine is installed. Dia-

log scripts control the interaction of the robot and a patient. We have been working on 

a domain-domain specific language that allows the generation of the python scripts 

(see e.g. [4]). A visualisation tool for hierarchical state diagrams allows the identifica-

tion of errors like missing transitions or wrong guards. User models, diagnosed data, 

training data and the therapy sessions are managed by a web-based administration 

tool. A session of a robot with a patient can be started from the web tool. It delivers 

the necessary context information like starting time, number of repetition of exercises, 

previous training results, etc. With he provided architecture an integration of further 

tools and services is easily possible. Only MQTT clients have to be implemented for 

new tools and messages have to be specified. The existing clients have to be extended 
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by an interpretation of the new messages if they are expected to be receivers. Some 

more details can be found in [5]. 

With this architecture most software is external to the robot. It becomes a kind of 

“thin” robot with data presenting facilities only. (In analogy to thin and fat clients.) 

New developed services can be integrated easily. However, the capacity of the robot 

is not used. It could be built cheaper. 

5 Related Work 

The discussed approach has similarities to SOA transformation of businesses [7], 

where the authors mention” Determine what legacy/existing components can satisfy 

the service needs, determine what needs to be done with those components and mi-

grate and reuse them as services. In doing this there is a need to determine the cost 

and effort of such a migration so as to make informed decisions about the feasibility 

of mining and reusing”. For a humanoid robot Pepper external services can be inte-

grated to extend the performance of an application. 

Wu et al. [22] provide an architecture to improve patient safety by coordinating 

medical devices’ behaviour to avoid preventable safety hazards. The goal is different 

but the solution to introduce a coordinator is similar.  

From an abstract point of view our provided solution corresponds to the application 

of the mediator patter of Gamma et al. [6]. 

There exist already several attempts to use robots for rehabilitation. However, most 

application are implemented on the robot only and do not integrate management as-

pects. Choe et al. [1] studied already in the year 2013 a combination of physical and 

speech training for stroke patients with a robot. The robot was called humanoid but it 

looked like a machine with a tv on top. Nevertheless, positive results were reached. 

In [18]  Schrum et al. report about aa application of using a Pepper robot for exer-

cises with dementia patients. The robot demonstrates a gesture and encourages the 

patient to copy the move. Pepper is additionally used to motivate patients.by saying 

sentences like: "Do not slow down". Unfortunately, it is not explained how situations 

for encouragement are detected and how it is decided what to say.   

Pulido et al. [14] provide an architecture for a mirror game with the Nao robot is 

provided by Pulido et al. [14]. It uses the robot for providing instructions only. A For 

precepting interaction information a Kinect sensor is used. An external decision sup-

port system selects the next action. The Nao is used similar to our Pepper as a kind of 

thin robot. However, communication seems to be performed directly.  

Raux and Eskenazi [16] provide already 2009 the idea of using state machines for 

spoken dialogs.  

Polak and Levy-Tzedek [13] developed a gamified system for post-stroke long-

term rehabilitation. They use the humanoid robot Pepper. In one game a patient and a 

robot are placed on different sides of a shelf. The patient has to put jars on the shelve 

according to the order displayed on the robot's tablet. Game instructions and feedback 

are provided by Pepper. The authors mention the following: "After each trial, the 

robot either gives the patient feedback on the timing (e.g., “try to do it faster next 
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time”) or on the success on the task (e.g., “you succeeded!”, “you were not right this 

time, but I'm sure you will make it next time!”)." The approach shares similarities 

with our ideas. However, the therapeutic approach is different and the software is 

running on the robot only.  

6 Summary and Outlook 

In this report, we discussed ideas of a software architecture for humanoid robots like 

Pepper that allows the communication with external services. We used the MQTT 

technology that does not need much resources. It allows to cope with the complexity 

of our E-BRAiN system. However, other technologies would be possible as well.  In 

all cases humanoid robots can be used as a kind of “thin robot”, where most of the 

software is running external. In the discussed case studies, the robot is used as speaker 

and data displayer only. However, the movement of arm and head while speaking is 

part of the operating system of Pepper. 

Our application is the supervision of training tasks for stroke survivors with mod-

erate to severe arm paresis. The humanoid robot acts as therapeutic assistant.  It pro-

vides instructions and gives feedback to training tasks.   Currently, we are working on 

rules for feedback to the patients that are based on clinical personal data, individual 

details regarding the prescribed training and the emotional states. The robot will refer 

to various information sources and especially to individualized goals of a patient in 

order to provide an appropriate motivation.  

Additionally, further identified characteristics of human therapists might be used to 

modify the humanoid robot’s behavior. Further apps on tablets and touch screen for 

other training tasks will be developed and evaluated.  

We hope that we can start evaluations with patients in the near future and hope that 

they will show relevant clinical benefits by training with the E-BRAiN system. More 

details about the digitalisation of training tasks can be found in [3] and [4]. Videos are 

available at https://wwwswt.informatik.uni-rostock.de/webebrain/. 
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