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Abstract— Annotation of multimedia content with metadata is 
regarded as a key issue for efficiently handling such content. 
MPEG-7 is a major standard that has been developed for this 
reason, supporting the description of both low- and high-level 
multimedia content features. Low-level feature annotation may be 
automated in many ways, contrary to high-level annotation which 
is a more complex task that requires human intervention. 
Therefore, high-level semantic annotation needs to be simplified 
as a process, mainly through annotation tools. In this paper we 
describe such a tool, which facilitates expressive video annotation 
process by combining MPEG-7 metadata and semantic web 
ontologies. 

Index Terms— video annotation tool, MPEG-7, ontologies 

I. INTRODUCTION

The recent popularity of multimedia-based applications 
(e.g., Web 2.0, interactive TV), calls for more advanced and 
efficient techniques for searching and managing multimedia 
content. A standard means to achieve this is through 
multimedia metadata. A lot of metadata standards have been 
proposed for describing functional and non-functional 
multimedia semantics. One of the most complete standards is 
the MPEG-7 [1], formally known as “Multimedia Content 
Description Interface”, developed by the Moving Picture 
Experts Group. The standard supports the description of both 
low-level features and high-level semantics, for different 
aspects of the content, using XML to store the metadata.  
However, mainly due to the complexity of MPEG-7, only a 
few tools have been developed for the creation of MPEG-7 
multimedia descriptions. Another current trend is using 
Semantic Web technologies and ontologies for semantic 
multimedia annotations [8].  

In the area of audiovisual content annotation, which this 
paper focuses on, two of the most well-known solutions are 
VideoAnnex [5] and Frameline 47 [6]. Both tools adopt 
MPEG-7 for representing metadata, but none of them provides 
adequate support for describing high-level semantics nor 
support for ontology-based annotation. In this paper, we briefly 
describe a new video annotation tool that relies on MPEG-7 
and exploits Semantic Web ontologies as controlled annotation 
vocabularies. This tool has been developed in the context of 
the POLYSEMA platform for semantics-based interactive TV 
services [4]. 

II. POLYSEMAVIDEO ANNOTATOR

As implied by its name, the POLYSEMA MPEG-7 Video 
Annotator performs MPEG-7-based annotation of video
content through an easy-to-use Graphical User Interface (GUI). 

Specifically, it supports high-level annotation of the 
multimedia, based on Part 5 (Multimedia Description Scheme, 
MDS) of the MPEG-7 standard. High-level annotation refers to 
metadata that describe high-level concepts instead of 
structural, visual and audio features. Currently, the tool takes 
as input an existing MPEG-7 document, that is assumed to 
contain basic information about the video segments (i.e., start 
time and duration), possibly obtained from a shot segmentation 
tool or algorithm. 

The tool supports annotation both for the entire video and 
for discrete video segments. Based on the type of annotation, 
different kinds of information may be stored. When annotating 
the entire video, basic information (e.g., title, abstract), and 
creation information (e.g., creation date and place, 
contributors, genre, parental rating) may be inserted (see 
Figure 1). In order to further increase the expressiveness and 
formality of the annotation, the tool uses RDF(S)/OWL 
domain ontologies as controlled vocabularies. We provide 
some predefined ontologies (e.g., TV-Anytime genre and 
parental rating classification schemes), but any domain 
ontology may be used in order to facilitate the annotation 
process. 

  

Figure 1: Entire Video Annotation 

In the “video segment annotation” mode (see Figure 2), the 
human annotator is allowed to describe segments with one of 
the supported ways: FreeText, Structured, and Keyword
annotation. Controlled vocabularies are supported here as well, 
through domain ontologies (in the case of Structured
annotation). The use of such vocabularies is recommended by 
the current trends in multimedia semantics annotation [8], but 
it is not mandatory. The tool’s Structured annotation supports 
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all the elements specified in MPEG-7: Who, WhatObject, 
WhatAction, Where, When, Why, How.  

While annotating video segments, the user may 
simultaneously playback the video, in the “Video Section” 
area. The Java Media Framework (JMF) [2] has been used for 
media presentation,. If both an MPEG-7 document with 
segmentation information and the corresponding video file are 
loaded, the user may view the video snapshots in the 
“Sections” area. Each snapshot is the first frame, and, thus, 
signifies the beginning, of a video segment. In order to 
facilitate the navigation between video segments, “next” and 
“previous” buttons exist, while direct access to a segment’s 
metadata is also possible, either by inserting the video segment 
number in the designated area or by selecting the 
corresponding snapshot. 

Figure 2: Video Segment Annotation 

Apart from the annotation functionality of the tool, two 
more functions are supported: searching and merging video 
segments. The tool allows the user to perform a search based 
on keywords or phrases. Once the user has inserted the 
keywords or phrase, the tool searches among the video 
segment annotations and presents the user with the video 
segment numbers that are annotated with these keywords. 

The second function, allows the merging of multiple
sequential video segments into one logical segment. The user 
may select whether to merge the annotations as well, or to 
discard them. In the “Merging Video Segments” GUI section, 
the user selects the beginning/ending video segments and 
whether the annotations will be also merged, and the tool 
performs the action. This functionality is important, because, 
as already mentioned, the input file is a result of another video 
segmentation tool or algorithm, which may create segments 
based on visual features rather than content semantics. 

Once the user has finished annotating the video, they may 
serialize the descriptions to an MPEG-7 XML file. Moreover, 
the tool allows the user to use the metadata for populating an 
MPEG-7 OWL ontology developed in the context of the
project POLYSEMA. This ontology is based on [9] and
contains a subset of the MPEG-7 MDS elements. Through 

such ontological representation of MPEG-7 metadata, they can 
be more easily exploited in other knowledge-based 
applications, such as rule-based personalization and 
recommendation systems. 

III. CONCLUSION AND DISCUSSION

We described a new annotation tool that addresses some 
limitations of existing video annotation tools. The main 
contributions of this work can be summarized to: 
• Integration of third-party Semantic Web ontologies into 

the video annotation process 
• Support for the most practical and useful elements of the 

MPEG-7 MDS specification 
• A user-friendly GUI that reduces the annotation effort 
• Exportation of created MPEG-7metadata both in XML 

and OWL formats.  
As future work we plan to integrate unsupervised tools for 

semantics extraction (e.g., [7]) as well as techniques for 
knowledge extraction from Web resources, e.g., Internet 
Movie Database (IMDB). 

Finally, we should note that the current version of the tool 
does not support the most expressive high-level semantic 
annotation defined in the MPEG-7 Semantic Description 
Scheme (expressed through graphs similar to semantic 
networks). This is a design decision taken for two main 
reasons:  

a) There are no commonly agreed guidelines regarding what
the semantic graphs should model or how should they be 
structured. Therefore, their exploitation in real-world 
applications (e.g., multimedia retrieval systems) is limited.     

b) Manual creation of expressive descriptions is a very 
demanding process that deters most human annotators from 
performing it. 
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