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Abstract  
This paper presents an algorithm by which it is possible to determine the main features of 

objects such as area and perimeter, radii of inscribed and circumscribed circles, the sides 

of the circumscribed rectangle, the number and relative position of angles, histogram 

gradient of object. On the basis of these features to carry out clustering and classification 

of the image. The success of the recognition based on the convolutional neural network 

was evaluated. According to the results, it is possible to conclude that the smaller the 

invariance of the class, the greater the accuracy of recognition. The amount of data in the 

training sample has little effect on the accuracy of the algorithm. 
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Introduction 

In today's world, the entertainment industry in the Internet is developing rapidly, creating a 

demand for better products. This in turn has led to the use of artificial intelligence not only in science 

but also in entertainment. At the moment, applications that allow you to create animations of objects 

in photos are gaining popularity. This article presents an approach to solving the problem of defining 

objects for animation. 

To classify and further identify objects, you must first determine their features. This is one of the 

abstraction options in which the input set of properties of the object is reduced to the minimum 

required number of features by which it will be possible to identify the object. The features selection 

begins with the input data set, which is divided into primary and secondary. It is assumed that the 

primary signs should be informative and should not be redundant [1]. This approach helps to speed up 

the process of learning object recognition algorithms and their more accurate operation. When 

analyzing complex objects, one of the main problems is the number of variables. This approach 

consumes more computing resources and can also cause a collision with respect to training data 

sampling, leading to a decrease in recognition accuracy. Isolating features is the main method of 

constructing combinations of variables to avoid these problems, but it is enough to describe the object 

accurately. Properly optimized feature allocation is the key to building an effective model [2].  

After defining the features of the object, it will be necessary to cluster and classify the data, 

transfer objects to exemplar. Exemplar means the name of the area in the space of signs, which 

displays many objects or phenomena of the material world. Sign is a quantitative description of a 

property of the object or phenomenon [3]. A feature space is an N-dimensional space defined for a 

given recognition problem, where N is a fixed number of measured features for any object. The vector 

from the feature space x corresponding to the object of the recognition task is an N-dimensional 

vector with components (x1, x2, ..., xN), which are the values of the features for this object. In other 

words, pattern recognition can be defined as the assignment of source data to a particular class by 
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selecting the essential features or properties that characterize this data from the total mass of 

insignificant details [4].  

After analyzing the general information about the classification, we can describe the formal task of 

classification. Many objects are given. They need to be classified. The set is represented by subsets 

called classes. Specified: information about classes, a description of the whole set, and a description 

of information about an object whose membership in a certain class is unknown. Based on the 

available information about the classes and the description of the object, you need to determine to 

which class this object belongs [5]. 

The clustering problem is similar to the classification problem, but the difference between the 

method is that the classes are not defined. Clustering does not make any statistical conclusions, but 

makes it possible to analyze the data structure, i.e. the purpose of clustering. there is a search for 

similar structures. 

Artificial neural networks are one of the most effective and common ways to represent and solve 

image recognition problems. Neural networks perform very well in pattern recognition problems 

because it combines mathematical and logical calculations. The neural network allows you to process 

a large number of factors, regardless of their origin, this is a stable universal algorithm. Neural 

networks allow to build dependencies of parameters in the form of a polynomial on the basis of 

educational sample that very simplifies realization of recognition of objects [6]. 

Color image segmentation is the process of selecting one or more areas in an image that meet some 

of the homogeneity criteria. 

Image segmentation divides the image into areas with similar characteristics. The main feature for 

segmentation is the brightness for the monochrome image and the color component for color image. 

Also, image boundaries and textures are used for segmentation. Consider the main groups of 

segmentation methods, used in the analysis of cytological images. 

One of the most well-known methods is threshold segmentation. This method is used for 

contrasting images. So, threshold segmentation used in conjunction with morphological operations of 

dilatation and erosion, and the choice of threshold is usually based on a priori information about 

micro-objects, stand out. The advantages of these methods are the high speed of image processing and 

the presence of theoretical justification. However, in more complex images with weakly contrasting 

boundaries or with an uneven background, these methods cannot be used [7]. 

Morphological segmentation is another approach to solving the segmentation problem. It comes 

down to finding the contour of the cell that would best fit its boundaries. This is achieved using a 

morphological gradient. However, the presence of a large number of false branches and internal 

contours does not allow to solve the problem. The high complexity of such methods is obvious, and, 

as a consequence, low speed and high complexity. 

The third group is the methods of segmentation of building areas. Area scaling is widely used in 

image analysis, because often the structure is the background and does not allow you to select the 

object, because its elements have brightness and brightness levels, which match the brightness of the 

background. Typically, the selection of segmentation starting points occurs either randomly or with 

the help of a human operator on the ground certain a priori information [8]. 

Another group of methods is based on the principles of the cluster approach. During segmentation 

in the image, the centers of the clusters are selected, and then sequentially all points are checked for 

the distance to the centers in some metric. 

The disadvantage of this group of algorithms is the need to pre-specify the number of clusters. It 

can be overcome using a neural network approach. The disadvantage of using neural networks is the 

learning stage, which significantly increases the analysis time [9]. 

The paper is organized as follows: in the next section the procedure of object detection and 

classification is developed. The Results section presents the described dataset and the accuracy of the 

procedure. The Conclusion section summarizes the work. 

Materials and Methods 

The procedure of image analysis is considered in accordance with the so-called Marr paradigm. 

This paradigm states that image analysis is based on several successive levels of the ascending 



information line: from point representation (raster image, unstructured information) to symbolic 

(vector and attributive data in a structured form, relational structures) and should be carried out on a 

modular basis using the following stages of analysis: 

• image pre-processing; 

• primary image segmentation; 

• selection of the geometric structure of the visible field; 

• definition of the relative structure and semantics of the visible scene. 

The levels of processing associated with these stages are called analysis of the lower (noise 

filtering, analysis of histograms, etc.), medium (segmentation, contour analysis, etc.) and high 

(geometric transformations, classification, recognition, etc.) levels. While there is a lot of scientific 

work to solve low-level image processing problems, medium- and high-level algorithms continue to 

be a central field of research. 

To find an object in an image database of objects must exist. It is planned to fill the database at the 

expense of system users, who will select objects for further animation. For such objects, the system 

must select the features, classify the object, and save it in the database. The database of classified 

objects will be used in the future to search for similar objects in the image and allow the user to 

automatically select objects for subsequent animation. 

Therefore, the definition of the object in the image must be stable to the rotation of the object, the 

scale of the image and the variety of perspectives of the image. The following features of the object 

are selected: 

• Determination of the area and perimeter; 

• Determination of radii of inscribed and described circles; 

• Definition of the sides of the described rectangle; 

• Determining the number and relative position of the angles; 

• Construction of a histogram of object gradients. 

Clustering (segmentation) is procedure for grouping objects based on the proximity of their 

properties so that each cluster consists of similar objects, and objects of different clusters differ 

significantly. Clustering helps to understand the natural grouping or structure of a data set. The 

purpose of clustering is to define internal grouping in a set of unlabeled data segments. With the help 

of clustering solve the following problems of data analysis: search and discovery of knowledge, 

grouping and recognition of objects: search for homogeneous groups (reduction of data dimension), 

search for natural clusters and description of their unknown properties, search for useful and 

appropriate grouping, search for unusual objects. projects (emission detection). 

The main methods of clustering include hierarchical, partitioning, density-based or grid-based, and 

artificial neural networks (ANN). 

Before clustering the object should be detected on the image. The different images can be analyses 

with different objects. That is why the obkect segmentation should be provided. For object 

segmentation, the following steps are used: determination of the perimeter, the histogram filter usage, 

feature selection. 

The task of classification in machine learning is the task of assigning an object to one of the 

predefined classes on the basis of its formalized features. Each of the objects in this problem is 

represented as a vector in N-dimensional space, each dimension of which has a description of one of 

the features of the object. Suppose we need to classify monitors: measurements in our parameter 

space will be the size of the diagonal in inches, the aspect ratio, maximum resolution, the presence of 

HDMI-interface, cost, etc. The case of classification of texts is a bit more complicated, for them the 

term-document matrix is usually used. 

To teach a classifier, you must have a set of objects for which classes are predefined. This set is 

called a training sample, its marking is done manually, with the involvement of specialists in the study 

area. 

3.1. Determination of area and perimeter 

The standard formula for calculating the area of an object is calculated by counting the number of 

elements related to the object. In the case of images entering the system, the area can be calculated by 

the number of pixels in the image area. 



, 

where O is the set of an array of pixels A(x, y) belonging to the object [7]. 

To find the perimeter of the object P, it is enough to count the number of pixels belonging to the 

contour of the object. 

In order to ensure invariance to the scale of the object, a normalized sign U is added. 

. 

3.2. Determining the radii of inscribed and circumscribed circles 

First the determination of the geometric center of the object is provided, 

, 

where x and y are the row and column numbers of all pixels A(x,y) belonging to the object. 

At this stage, the radius of the inscribed and circumscribed circles can be determined. This is done 

by choosing the minimum and maximum length of the vector, which starts at the center of the image 

and ends at points inside the perimeter. 

, 

, 

where  and   are the coordinates of the center, N is the number of pixels in the perimeter, and 

 [10]. 

The normalized parameter R is added to the formula. 

. 

3.3. Determining the sides of the circumscribed rectangle 

Determine the maximum and minimum values of the abscissa and ordinate of the image of the 

object xmax і xmin, ymax і ymin, and then determine the height H and length L of the rectangle: 

; 

H , 

where N is the number of pixels in the perimeter, and [12]. 

3.4. Determining the number and relative position of angles 

To do this, estimate the distance l between the start and end points of the contour fragment. 

. 

Then the condition , is checked, where H is the conditional threshold value. You will need 

to implement its definition based on the object's past properties. If the condition is satisfied, then the 

point belongs to the set of angular points [13]. 

3.5. Construction histogram gradient of object 

The basic idea is the assumption that the appearance and shape of the objects in the area of digital 

image can be described by the distribution of intensity gradients. The direction of the gradient of each 

pixel is calculated. For a two-dimensional function  f(x,y) the gradient vector has the following form: 

. 

The partial derivatives of the intensity functions at the x and y coordinates are the estimates of the 

contrast in the direction of the corresponding coordinate axes [11]. As an accurate assessment of 



contrast in a direction corresponding coordinate axis can average the three different estimates of 

contrast around the pixel of the formulas: 

, 

. 

For data evaluation, follow minimize operator mask image of the object contrast. To reduce 

computational complexity is best to use a differential-dimensional mask [14]. 

Once counted intensity gradient should split the image at the cell and construct a histogram of 

gradients object for each cell pocket G histogram module corresponds to the intensity gradient at 

point. 

. 

Then carry out smoothing histograms in cells to ensure invariance relative change of anger and 

contrast. 

3.6. Object features selection  

To find the similarity between objects the semantic distance between signs should be calculated. 

, 

where  - is the Euclidean distance between points i and j, which characterize one feature of 

different objects.. N is the smallest number of values taken into account for a feature between two 

objects, k is the ordinal number of the feature value. 

The procedure for determining the number of clusters consists of the following steps: 

1. The k-means algorithm for K clusters is started and the corresponding internal variance  

.  

x is the vector that characterizes the object included in the cluster ci, the total distance 

between the features and the center of the cluster. The mi - parameter is the center of the 

current cluster. A set ðk is constructed for different values of K. 

2. Choosing the degree of transformation   

. 

3. Calculate the jumps according to the formula 

 . 

4. For the final number of clusters choose a value that is equal to the maximum [15]. 

3.7. Object recognition 

The convolutional neural network architecture was chosen to search for objects in the image for 

the following reasons: 

• images have a large dimension; 

• a large number of parameters and classes of objects; 

invariance to image zoom changes, camera shooting angles and other geometric distortions of the 

input signal [16]: 

• Input layer. Will contain the input value of the pixels of the image, the dimension of the layer 

[64x64x3]. 

• Convolutional layer. The size of the filter is 7x7x3. The analysis will be performed on 5 

features, so the layer will consist of 5 planes with dimensions [62x62x1]. 

• Sublayer layer. The dimension of the mask is 2x2. It consists of 5 planes measuring 

[31x31x1]. 

• Source layer. Dimension [1x1xN], where N is the number of clusters in the database. 

 



The hyperbolic tangent was chosen as the activation function: 

, 

where  - is the value of the searched element, a is the weighted sum of the signals of the previous 

layer, A is the amplitude of this function, S is its position relative to the reference point [17].  

 

This feature has a number of advantages to solve the issue: 

• symmetric activation functions, such as hyperbolic tangent, provide faster convergence than 

the standard logistics function; 

• function has a continuous first derivative; 

• function has a simple derivative that can be calculated because of its significance, giving a 

lower computational complexity. 

Results 

5 different object classes were used to test the classification. Samples were taken from the open 

access of the TensorFlow project [18]. This dataset consists of the ImageNet dataset resized to fixed 

size.  

An artificial neural network was trained on image samples, each class contained from 2528 to 

16185 images with a size of 64x64 pixels. 1000 images of objects of each class were then selected for 

testing. The results are shown in the Table 1. 

Table 1. Result of objects classification and recognition 

Class name 
Number of objects in the 

training sample 

The average percentage of 

successful recognition 

Cars 16185 83% 

Flowers 3670 68% 

Apple 2528 85% 

Leaves 6732 71% 

Cats 12361 85% 

 
So the lowest result was for the Flowers class, due to the fact that the training sample was not large 

and the images of objects were flowers of more than one species. In the sample of the Cars class there 

were also cars of different brands and cab types, but due to the large number of images in the sample 

the final test result was higher. The highest result was obtained for the Apple class. This is because 

the sample contained an object whose structure and shape differed little. 

Conclusion 

This paper presents an algorithm by which it is possible to determine the main features of objects 

such as area and perimeter, radii of inscribed and circumscribed circles, the sides of the circumscribed 

rectangle, the number and relative position of angles, histogram gradient of object. On the basis of 

these features to carry out clustering and classification of the image. The success of the recognition 

based on the convolutional neural network was evaluated. According to the results, it is possible to 

conclude that the smaller the invariance of the class, the greater the accuracy of recognition. The 

amount of data in the training sample has little effect on the accuracy of the algorithm. 

The task of classification in machine learning is the task of assigning an object to one of the 

predefined classes on the basis of its formalized features. Each of the objects in this problem is 

represented as a vector in N-dimensional space, each dimension of which has a description of one of 

the features of the object. Suppose we need to classify monitors: measurements in our parameter 

space will be the size of the diagonal in inches, the aspect ratio, maximum resolution, the presence of 

HDMI-interface, cost, etc. The case of classification of texts is a bit more complicated, for them the 

term-document matrix is usually used. 



Using pixel relationships in a neighborhood has a number of advantages over using individual 

point characteristics: 

• the ability to use for images of any type; 

• increased resistance to segmentation of images in which objects are in close proximity to 

each other. This advantage allows you to use this method for segmentation of cytological 

images; 

• reducing the impact of noise and distortion of the input image on the overall result of 

segmentation by analyzing the image by several algorithms of previous markup; 

• reducing the number of "undefined" points, ie points that are on the boundaries of areas 

and with equal probability may belong to two areas. 

The disadvantages are: 

• complexity of the segmentation process; 

• influence of previous marking on work results.  

But this effect can be reduced by increasing the number of previous markups 
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