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Abstract. In ABox abduction, we are given a knowledge base together with an
ABox—the observation—that is not logically entailed by the knowledge base,
and are looking for another ABox—the hypothesis—that, when added to the
knowledge base, would make the observation entailed. This has applications in
explaining negative entailments and missing query answers, as well as in diag-
nosis. To get useful hypotheses, in signature-based abduction, we additionally
provide a signature of abducible names, and require the hypothesis to use only
names from that signature. In the variant we are considering, the hypothesis may
otherwise use fresh individual names, as well as complex concepts constructed
in arbitrary way using the names in the signature. It was recently shown that this
variant of abduction is in N2EXPTIMENY, and that hypotheses may require con-
cepts that are of triple exponential size. We complement those results by showing
a matching N2EXPTIMEN? lower bound, and show that in the worst case, hy-
potheses may also use a double exponential number of fresh individual names.

1 Introduction

Since inferences performed by description logic reasoners can be complex, and real on-
tologies often contain 10,000s of axioms, explanations of description logic reasoning
has since longer been in the focus of research [26]. In particular for explaining posi-
tive entailments, that is, entailments that hold for a given knowledge base, there is a
plethora of research, mostly focused on using justifications [33,4,30,17], but recently
also on using proofs [1,2]. Explaining negative entailments, that is, entailments that do
not hold for a given knowledge base, has been less in the focus of attention. Here, com-
mon approaches are showing the user a counter example in form of a description logic
interpretation [5,3], or using abduction [29,23]. In abduction, one is given a knowledge
base and an observation, a formula that is not logically entailed by the knowledge base,
and is interested in finding a missing piece in the knowledge base that would make the
observation logically entailed, called a hypothesis for the observation. Abduction can
be used in different ways to explain negative entailments to ontology users [23,7,8] and
to repair missing entailments [34]. Another application of abduction is diagnosis: here,
the observation describes symptoms, for instance of a medical condition or a faulty ma-
chine [27,8], and the hypothesis is supposed to give a possible explanation for sow the
symptoms came into place.
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To illustrate, we reuse a simplified example from [21] from the geology domain. The
observation is that the ground under a street has become unstable: {Unstable(street)},
and the background knowledge involves the following axioms:

1. EvaporiteFormation M 3borders.(WaterWay r —3lining.WaterProof)
C dJaffectedBy.Dissolution

2. EvaporiteFormation rn JaffectedBy.Dissolution C Yabove.Unstable

3. (Waterway LI Street) 1 EvaporiteFormation = L

4. Waterway/(canal) 5. Street(street),

These state: 1. an evaporite formation bordering to a waterway without waterproof lin-
ing is affected by dissolution; 2. if an evaporite formation is affected by dissolution,
then everything above it is unstable; 3. waterways and streets are different from evapor-
ite formations; 4. canal is a waterway and 5. street is a street. A meaningful hypothesis
could then be the following, which uses e as a fresh individual referring to a possible
unknown formation under the street, as well as the complex concept Vlining. L :

‘H = { EvaporiteFormation(e), above(e, street),
borders(e, canal), Vlining.L(canal) }

Depending on whether observation and hypothesis consist of concepts, facts, termi-
nological axioms or knowledge bases, one distinguishes between concept abduction [6],
ABox abduction [9,8,32,31,7,12,10,16,19], TBox abduction [11,34,15,14], and knowl-
edge base abduction [24,13]. In this paper, we focus on ABox abduction, where, as in
the above example, both the observation and the hypothesis consist of a set of facts
about some set of individuals, a variant especially suited for diagnosis and for generat-
ing counter examples as in [23].

To avoid trivial answers (such as the observation itself), usually, the abduction prob-
lem is specified with additional constraints on the hypothesis. Those may be purely of
logical nature [13], or based on syntactic properties. For instance, in [11], the user
specifies syntactical patterns of axioms that the hypothesis must conform to. Another
approach is to fix a finite set of abducible axioms—either directly as part of the in-
put [31,8], or indirectly by posing strict conditions on the shape of axioms, such as
being flat ABox assertions using only names and individuals from the input [32,10].
However, such a restriction might not be feasible in applications where we do not know
the exact shape of the axioms we are looking for, for instance because they involve un-
known individuals or complex concepts as in the example above. Another approach is
to instead specify a set of abducible names or predicates, from which hypotheses can
then be constructed in arbitrary fashion using the constructors of the respective descrip-
tion logic. In the context of diagnosis, this set would contain names that are connected
to causes of symptoms rather than the symptoms themselves, specific terms rather than
generic categories, and possibly describing aspects that can be verified to check the hy-
pothesis. In the example above, examples for names that would not be included would
be Unstable (because it is about the observation, not about the cause), Waterway and
Street (because we know all waterways and streets in the area), affectedBy and Dis-
solution (because they are too unspecific, and we are not looking for the processes, but
the objects that caused the street to become unstable.)
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This form of abduction, which we call signature-based abduction, has been theo-
retically investigated for DL-Lite in [7], and for more expressive DLs in [21]. There
is also a practical implementation for signature-based ABox abduction [9] and one for
signature-based KB abduction [24]. These two practical implementation reduce abduc-
tion to uniform interpolation via (extensions of) the tool LETHE [20], which can lead to
triple exponentially large solutions [25]. As shown in [21], this is indeed in theory un-
avoidable. However, some crucial questions were left open in [21]: for the correspond-
ing decision problem whether there exists a hypothesis for a given abduction problem,
using ALC as description logic and allowing for both fresh individuals and complex
concepts in the hypothesis, only an upper bound of N2EXPTIME"Y is provided, while
the lower bound is left open. Furthermore, for the number of fresh individuals one may
need to introduce in the worst case, also only an upper bound was developed. In this
paper, we show that those bounds are indeed tight, by proving that the general version
of the signature-based ABox abduction problem for ALC is N2EXPTIME™' -complete,
and that hypotheses for those problems may require a number of fresh individuals that
is double exponential in the size of the abduction problem.

2 Preliminaries

We recall the description logic ALC and define the signature-based ABox abduction
problem formally.

Let N¢, Ng and N, be pair-wise disjoint, countably infinite sets of respectively con-
cept, role and individual names. A signature is a finite set 2’ C N¢c U Ngr. Concepts are
then built according to the following syntax rule, where A € N¢ and r € Ng:

C:=T|L|A|-C|CUC|CNC|3rC|¥.C

A TBox is a finite set of general concept inclusion axioms (GClIs) of the form C C D
and concept equivalence axioms of the form C' = D, where C and D are concepts. An
ABox is a finite set of concept assertions of the form C(a) and role assertions of the
form r(a,b), where C is a concept, r € Ng and a,b € N|. A knowledge base (KB) K
is a union of a TBox and an ABox, and thus generalises both notions. The contents of a
KB are called axioms. For a concept/axiom/KB E, we denote its signature, that is, the
concept and role names that occur in E, by Sig(E).

The semantics of KBs is defined in terms of interpretations. An interpretation Z is
a tuple (A%, -Z) of a countable but possibly infinite domain A and an interpretation
function - that assigns to each individual name a € N; a domain element a” € AZ,
to each concept name A € N¢ a set AT C AZ, and to each role r € Ng a relation
rT C AT x AT, The interpretation function is extended as follows to concepts:

Tt=AT 1=0 (-C)f=4%\c*
(cnbDY=c*nD* (CcuD?*=c*uD?*
(3r.C)F = {d € AT | thereis (d,e) € r¥ s.t.e € CF}
(vr.C)E = {d € AT | for every (d,e) € r* we have e € C*}.
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Such an interpretation Z satisfies an axiom «, in symbols Z = o if « = C' £ D and
CTCcD,a=C=DandC*T = D*, a = C(a) and a* € C%, or a = r(a,b) and
{(aT,bT) € rZ.If T satisfies all axioms in a KB K, we write Z |= K and call Z a model
of K. If a KB K has no model, we say it is inconsistent and write K |= L. If an axiom «
is satisfied in every model of a KB K, we write K = « and say « is entailed by K.

We are now ready to define the signature-based ABox abduction problem for ALC.

Definition 1. A signature based ABox abduction problem is given by a tuple A =
(K, ®,X) of a KB K called the background knowledge, an ABox ¢ called the observa-
tion, and a signature X of abducible names, for which we want to determine whether
there exists a hypothesis H, which is an ABox that satisfies the following conditions:

Al KUH B L, A2 KUH E ® and A3 sig(H) C X.

Intuitively, the hypothesis should not contradict what we know (Condition A1), it should
be sufficient to explain the observation (Condition A2), and it should only be con-
structed using the abducible names (Condition A3). Apart from that, we put no further
restriction on H: it may use individual names that occur neither in /C nor in @ (fresh in-
dividuals), and it may contain assertions C'(a) where C'is a complex concept, arbitrarily
composed using the constructors of ALC and the names in X.

Regarding the corresponding decision problem, the following was shown in [21]:

Theorem 1. Existence of hypotheses for signature-based ABox abduction problems is
in N2EXPTIME™.

However, a corresponding lower bound was not yet provided, which is the contribution
of this paper. In addition, [21] provided the following bounds on the size of hypotheses.

Theorem 2. There exists a family of signature-based ABox abduction problems for
which every hypothesis is of size triple exponential in the size of the problem. Further-
more, for every signature-based ABox abduction problem, if there exists a hypothesis,
then there exist one that is of size at most triple exponential in the size of the problem.

The family of abduction problems used for the lower bound is such that only a single
assertion is needed for the hypothesis. Therefore, an open problem remained how many
fresh individuals may be required in a hypothesis. Inspection of the proof used for the
upper bound of Theorem 2 gives at least an upper bound for this.

Theorem 3. For every signature-based ALC-ABox abduction problem, if there exists
a hypothesis, then there exist one that uses a number of fresh individual names that is
at most double exponential in the size of the abduction problem.

Proof. This is a consequence of the following lemmas from [21]: 1. every hypothesis
can be converted into a so-called hypothesis abstraction (Lemma 1), 2. every hypothesis
abstraction can be restricted to refer to at most double exponentially many individual
names (Lemma 2), and 3. those bounds are preserved when translating the hypothesis
abstraction back into a hypothesis (Lemma 3). O

We will also show that this bound is tight: in our reduction, we create a class of
signature-based abduction problems whose hypotheses always need a double exponen-
tial number of fresh individuals.
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3 Overview of the Reduction

To prove hardness for N2EXPTIMEN', we provide a reduction from the word problem
for non-deterministic, double exponential Turing machines with NP oracle. Specifically,
given such a Turing machine M and a word w, we will construct an abduction problem
A, in polynomial time s.t. M accepts w iff there exists a hypothesis for 24y .
The individual names in this hypothesis will be organised into a N X N x N-cube,
where N = {0,...,2" - 22n}, and n is polynomial in the size of w. That is, for every
(x,y,2) € N x N x N, there will be a corresponding individual @, .. The individuals
on one side of the cube, that this, those of the form a, , 0, will encode an accepting
configuration history for the Turing machine. The remaining individuals supply the
“guessing space” for the oracle via the models of the hypothesis. Specifically, for a
fixed y, the individuals a, , . will be such that they cannot possibly encode a successful
computation history for the oracle in any model of the hypothesis and the background
knowledge.

Our abduction problem is composed of different components, that we define as
separate abduction problems:

1. we reuse a construction from [21] to obtain three double exponential counters;

2. those are used to create the different individuals for all coordinates in N x N x N;

3. we then enforce that every hypothesis forms a cube in which every coordinate is
represented by exactly one individual;

4. finally, we make sure that hypothesis corresponds to a computation history of the
Turing machine as described above.

4 The Double Exponential Counters

We encode numbers with 2™ bits using chains of 2" individuals, where each individual
is an instance of the concept name Bit if it represents a bit with value 1, and otherwise
an instance of —Bit. An abduction problem that exactly provides this is constructed
in the proof for Theorem 5 in [21,22] to show the triple exponential lower bound on
the size of hypothesis with complex concepts. This abduction problem is of the form
A, = (K, Goal(a), X.), where {r, Bit, B} C X.. K. is such that, for any individual
name b, the only way to entail Goal(b) using only names from Y. is by enforcing that
every path of r-successors starting from b encodes a 2™-bit counter as required, starting
from a value of 22" — 1 and counting down to 0, ending at an individual satisfying B.
(The construction also increments this counter along another role s, which is however
not relevant for our purposes here.) This also means that no such path can contain any
cycles or shortcuts before reaching the instance of B after 2 - 22" r-successors.

We will need three such double exponential counters, for which purpose we rename
all names in 2. to obtain the three signature-disjoint variants 2(,, = (K., Goal,(a), X,),
A, = (K,,Goaly(a), Xy) and A, = (K., Goal,(a), X.). Specifically, these use now
roles 7, 7y and 7, to connect the individuals in the counting sequence, the concept
names Bit;, Bit, and Bit, for the respective bit values, and B, B, and B, to mark
the end points of the counters. All counters count backwards: that is, they start at the
maximal value, and then step-wise decrease along the role-successors.
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S Creating the Coordinates

To generate all coordinates in our cube, we now need to connect those abduction prob-
lems appropriately. Specifically, we need the counter for a coordinate d € {x,y,z}
to start not only at the individual name a (the root of the cube), but also at any other
individual name along the corresponding side of the cube.

For d € {z,y, z}, we use a concept name Max, to mark individuals that are at the
beginning of the sequence for the d-counter (specifically: at the last bit of the maximal
counter value). This is established using the following axioms:

Maxg(a) MaxgC  []  Vre.MaxMVrg—Maxg
ee{z,y,z}\d
—Maxd C |_| Vre.—‘MaXd

ce{w,y,2}

Intuitively, the counter for the coordinate d should be initialised at all points where
Max is satisfied. However, we cannot initialise the counters directly, but need to use the
respective abduction problem. Here, we use that Goal;(b) is only entailed for individual
names b from which every path along r4 corresponds to a double exponential counter
for d. To make sure all counters are initialised at the right positions, we use another
concept name AllStarted that requires that all reachable individuals that satisfy Max,
also satisfy Goaly. Recall that every counter for d reaches its end at a domain element
satisfying B.

B, U B, U B, C AllStarted
['] [] 3ra(AlStarted N (-Max. LI Goal,)) C AllStarted

de{z,y,z} ec{z,y,z}
The concept name Coords now requires all counters to have started:
AllStarted m Goal, 1 Goal, M Goal, C Coords.
Set Kcoora to be the union of K, ICyy, K, and these new axioms. The abduction problem
coord = (Keoord, COOrds(a), X, U X, U X,)

now produces the required counters in its hypotheses, reachable by the corresponding
paths of r, ry and r-successors.

6 Enforcing the Grid Shape

So far, our abduction problem would still allow for a solution with just a single indi-
vidual, which would produce the counters using a complex concept. This changes with
the next extension, which makes sure that hypotheses need to use a number of fresh
individuals that is double exponential in the size of the input, and that those individuals
are organised into a three-dimensional grid via the three roles r,;, r, and . Rather than
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enforcing this grid shape directly, we define a concept to detect whether a hypothesis is
not of the desired grid shape, and then require for the observation to be entailed that the
root individual is not an instance of this concept.

For every two d, e € {x,y, z} st. d # e, we add the following axiom

NonSquare C 3r4.3r..D M Ir.3ry.—D,

NonSquare is only satisfiable by domain elements for which there is a path along r4-7.
that ends in a different domain element than a path along r.-r4. As in an interpretation,
there may be more 74 and 7. successors than specified in the ABox, we use the follow-
ing axioms to make sure NonSquare cannot be satisfied by an individual in an ABox
in which the next two r4 and r.-successors form a square.

drq.D =Vry.D dr..D =Vr..D
drqy.3r..D = Vry.3r..D Jre..Irq.D = Vr..drqg. D

The only way to entail -NonSquare(b) for an individual b, and without using D or
NonSquare, is now by providing an r4-r.-path and an r.-r4-path that both end on
the same individual, and thus by creating one cell of a grid. Next, we define the con-
cept NonGrid to detect appearances of NonSquare anywhere on a path between the
root element and the end of our paths marked by the concept names B, B, and B..
Specifically, for all d € {x,y, z}, we add:

NonGrid T —(B, U By U B;) 1N (NonSquare U 3rq.NonGrid)
Jrq.—NonGrid C Vr4.—-NonGrid

The first axiom ensures that, if a domain element is in NonGrid, then there must be a
path to some element in NonSquare that does not go through B, U B, Ll B,. Together
with the first axiom, the second axiom makes sure that, once one path fails to satisfy
NonGrid at some point, all predecessors will fail to do so as well, unless NonSquare
is already satisfied. Consequently, to satisfy —~NonGrid, we have to ensure that on all
paths, ~NonSquare remains satisfied before the paths reach B, U B, U B.. The only
way to do so is by organising the role successors into a grid as required.
The final axiom to be added is the following:

Coords C NonGrid LI Grid

Every instance of Coords is either in NonGrid or Grid. To entail Grid(a), we need to
entail Coords(a) and —NonGrid(a), which is only possible by having all coordinates
organised into a cube.

Denote the resulting KB with all axioms mentioned until now by Kgig. Our abduc-
tion problem for this section is defined as gig C= {Kgrig, Grid(a), 2, UX, UX.}. As
now every hypothesis needs an individual for every coordinate in the cube, we obtain
the following theorem.

Theorem 4. There exists an unbounded family of ALC ABox abduction problems such
that every hypothesis uses a number of fresh individuals that is at least double expo-
nential in the size of the abduction problem.
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7 Encoding the Turing machine

It remains to encode the Turing machine to finish the reduction. Let

Mo = <Q07 Zoa Fo» Aoa QOOJi Fo>

be a non-deterministic Turing machine with states (), input alphabet X, tape alpha-
bet I, transition relation A, C (Q, x I,) X (Q, x I, x {—1,+1}), initial state g,0,
blank symbol % and accepting states F,,. We assume that there exists a polynomial p
such that for input words w, M, stops after at most p(Jw|) steps. Furthermore, let

M = <Q727F363(IO7Q771{7F3M0>

be a non-deterministic Turing machine that uses M, as oracle, where @ is the set of
states, X' the input alphabet, I the tape alphabet,

ACQXI'xT,) = (Q@xI'xTI,x{-1,+1})

the transition relation that now operates on two tapes (the work tape and the oracle tape),
qo the starting state, g- the oracle query state, g the oracle answer state, and F' the set
of accepting states. The definition of runs and accepting runs is as usual, however, for
convenience, we define it with two differences: 1) our tape head is always on the same
position for the work tape and the oracle tape, and 2) when in the oracle state, the Turing
machine M goes into state g_ if the oracle rejects the current content of the oracle
tape, and otherwise M rejects the input (instead of going into a special state reserved
for positive query answers). That 1) is without loss of generality can be seen using a
standard trick for reducing multi tape machines to single tape machines: specifically, to
simulate a different tape head for the oracle tape, we introduce a “marked” tape symbol
~r for every tape symbol -y in the original TM, and use those marked symbols to mark
the virtual position of the head on the oracle tape, and similarly for the work tape. In
order to move the two tapes in different positions, we just move back and forth between
the cells on the tapes that are marked in this way. This is possible with only quadratic
time overhead.

For Difference 2), we use the following argument: assume we have a Turing ma-
chine that, based on the result of the oracle, would go either into a state g (if the oracle
accepts) or into a state g_ (if the oracle rejects). We can simulate this behaviour with
our type of Turing machine by first guessing the result of the oracle. If we guess for
a positive answer, we verify it without the oracle (since the Turing machine is non-
deterministic), if we guess for a negative answer, we use the oracle to verify this.

We assume that there is a polynomial ¢ s.t. for words w on the input, M stops
after at most 22" steps, that is, it accepts a language in N2EXPTIME™'. Fix one
such input word w. We choose our n used in the previous sections s.t. n > p(q(Jwl)),
this way ensuring that n bounds the length of accepting runs, as well as the maximal
length of the tape content, both for M and the oracle machine M,. Our reduction will
now proceed in such a way that for the resulting abduction problem, every hypothesis
will encode a successful run on the side of the cube for which the z-coordinate is O:
specifically, we will represent the content of the two tapes of M along the z-axis, and
succeeding configurations along the y-axis.
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For convenience, we assume @, I', @, and I, to be pairwise disjoint, and Q U I" U
Qo U I, C Nc, so that we can identify states and tape symbols directly with concept
names. We however need to make sure that every domain element can represent at most
one state and tape symbol at a time:

qnq L forevery ¢,¢' € Q,q # ¢ (1)
YOy E L forevery v,v € Iy # +/ (2)
YoMy, C L for every ¥o,7, € Lo, %0 # 7o 3)

The input word w = wy . . . w,, is encoded as follows:

wO(a)aTJE(a7 Cbl), wl(al)arz<al7a2)7 s 7wm(am)7rm(am7 a/erl)al‘(a/m#»l) (4)

To make sure the blank symbol is propagated along the available space on the tape,
we use the following TBox axiom. Recall that Max, and Max, are satisfied on all
individuals where the y and z-counters are initialised, and B, at the end of the counting
sequence along 7.

} M Max, MMax, N -B, C Vr,.p (35)

We represent the current state on every node in the grid, and mark the position of the
tape head with a special concept name Head:

Head(a) (6)
Max, M Max. C go (7

This completes the encoding of the initial configuration.
We further make sure that also on the other configurations, every individual along
the x-axis gets assigned the same state ¢ € Q:

q=Vraq ®)

and that at most one individual satisfies Head. For the latter, we use the concept
LeftOfHead to mark individuals left of the head. ¢ € Q:

q=Vrzq 9

(Max, M —Head) C LeftOfHead (10)
LeftOfHead C Vr, (Head U LeaftOfHead) (11)

Head C —LeftOfHead N vr,.(—Head M —LeftOfHead) (12)

—-LeftOfHead N —Head C Vr,.(—Head M —LeftOfHead) (13)

The transitions that do not use the oracle are encoded using the following TBox
axioms. Forevery g € Q \ (F U {q2}). v € ', 7, € I'y:

Jr..(gM Head M~y M-,) (14)

C Vr,.(Head M ¢’ MVry,.(A' M~/ 15
_|—|<<quo>,<q’,v/,v;,71>>eA - q' MVre. (v 117,)) (15)

U Vr, Vry. (v T~ ¢ Mvry.Head) (16
Ll((qmvo),(q’,’y',’v;,+1>>6A ry e (Y 1175 M " ) a6)

~v M —-Head C Vr,.y 17
Yo M—Head C Vry.v, (18)
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The following axioms now propagate the acceptance back to the root, so that we can
require it for the observation to be entailed. Here, we use a fresh concept name Accept.

C

[Jﬁpq_Aamm (19)
dr,.Accept T Accept (20)
Jr,.Accept C Accept (21)

Our signature X7 ,, for the final abduction problem is defined as
Yrw=2XUX,UX,UQUI'UI,UHead (22)

It remains to encode the oracle. While we want the run of M to be represented in
the hypothesis, we cannot do the same for the oracle, as we need to quantify over all
possible runs (and ensure that none of them is accepting). We thus use a fresh concept
name v, for every v, € I, since I}, is already used in X't ,,. The following axioms,
for every v, € I}, copy the information from the oracle tape to the input tape of the
oracle machine, when the oracle is queried:

¢ My T

Similarly, we use a concept name Tape™ outside of the signature X7, for the tape
positions of the oracle machine. The following axiom ensures that the head of the oracle
tape is always at the left-most position at the beginning:

Max, N Max, C Tape*

Except for axioms 14-16, the rest is encoded using the same axioms as in 7 — 18,
however with the role r, replaced by r,, Tape replaced by Tape®, the tape alphabet
now using the names v instead of v,, and of course all states and transitions now
referring to the Turing machine M,,.

To detect whether the oracle is rejecting, instead of the axioms 14—16, we represent
the transitions as follows for every ¢ € Q,, \ F, and v € I,.

(N Head Ny £ | , Vra.(Head" Nn¢’ M¥r,.(v/)")

a7),(q’ ', —1))€E

U Vr, Nrg. g nv 7-.Hea.d>,<
|—|<<q,v>7<q’,v’y+1>>€A raVre (V)" Mg "o )

U Reject
Jz.Reject C Reject
Jz.Reject C Reject

Those state that, if every computation path in M, ends in a dead end that is not an
accepting state, then in every model, Reject will be satisfied by the domain elements
that represent the beginning of the computation.

Finally, we connect both components, the encoding of the Turing machine M and
the encoding of the Turing machine M, by introducing a concept name OracleChecked
that is satisfied if on every configuration between the accepting configuration and the
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initial configuration, either there is no oracle call (—g7), or there is an oracle call (g-),
the oracle rejects, and the next state is q_.

| | . aC OracleChecked
qeF

—g- M 3r,.OracleChecked C OracleChecked
g» M Reject 1 3r,.(OracleChecked M ¢_) C OracleChecked

To complete the construction, we add the following GCI:
Accept 1 OracleChecked mn Grid = Observation

Denote the knowledge base consisting of all axioms shown so far by Kz ,,. The
final abduction problem is now the tuple 2p ., = (K7, Observation(a), Xr ).

Lemma 1. There is a hypothesis for AU, iff T accepts w.
Together with the upper bound from [21], we thus obtain the following theorem.

Theorem 5. Signature-based ABox abduction in ALC is N2EXPTIMEN' -complete.

8 Conclusion

One conclusion one could draw from the high complexity is that it may make sense
to look into more restricted variants of ABox abduction, such as flat ABox abduction,
where complex concepts are not allowed in the hypothesis: here hypotheses can get at
most exponentially large, and the decision problem (for ALC) is only CONEXPTIME-
complete [21]. On the other hand, especially in the context of description logics, it is
often observed that high theoretical complexity results do not mean that there cannot be
implementations that work well in practice: for instance, reasoning in SROZQ, the DL
underlying the web ontology language standard OWL, is N2EXPTIME-complete [18],
while modern optimised DL reasoners process even large OWL ontologies in prac-
tice [28]. An example more related to signature-based abduction is uniform interpola-
tion, which for ALC may also lead to triple exponentially large ontologies [25], while
systems like LETHE [20] and FAME [35] can often successfully compute uniform inter-
polants of realistic ontologies in practice.

The current prototypes for signature-based abduction for ALC [9,24] performed
reasonably well in an evaluation on real ontologies, however, they do not introduce
fresh individual names. Instead, the more general approach in [24] uses additional DL
constructors like inverse roles and nominals to express connections between named
individuals. Arguably, the results of abduction would become more user friendly if
they would use fresh individual names instead. An approach could be to first compute
hypotheses with those systems, and afterwards simplify concepts by introduction of
fresh individuals. The results in this paper indicate however that this could turn out
challenging in practice, as the number of those individuals may become large in theory.
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