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Abstract
In this Ph.D. thesis we propose, as fundamental research, the design, development and evaluation of
a supervised approach for sentiment analysis. This work is based on the hypothesis that an efficient
use of the skipgram modelling can improve sentiment analysis tasks and reduce the resources they
need. In summary, it consists on a supervised approach that uses machine learning techniques and
skipgrams as information units, mainly focused on skipgram selection and filtering. This approach will
be evaluated and compared to current state-of-the-art techniques. In addition, as applied research we
propose a sentiment visualisation tool, strongly integrated with our sentiment analysis approach. This
tool is oriented in the context of social media, measuring reputation and user interactions in real time.
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1. Introduction

Since the creation of Web 2.0, users have become much more active on the Internet, not only by
creating new content, but also by commenting on other people’s content. This is the reason why
we can find a large amount of subjective information on a wide range of topics nowadays. This
information can be very valuable for individuals, businesses and public organisations. However,
the large amount of subjective information and the fact that it is in textual format, makes it
very difficult to exploit it in the right way. Thus, the use Natural Language Processing (NLP)
techniques become necessary. More specifically, Sentiment Analysis (SA) is the NLP subtask
that deals with the treatment of subjective texts. Much work has been done on fundamental
research in SA in recent years, using many different techniques and resources, from sentiment
lexicons [1, 2, 3] to deep learning techniques [4, 5].

However, the extraction of sentiment from texts is often not sufficient to be able to exploit
the data properly. Specialised tools are needed to facilitate the visualisation and understanding
of the information collected and thus make decisions based on that information. Moreover, in
some cases it is important to use this information as soon as possible or in real time, so that
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resource-intensive SA techniques cannot be used. Again, we can find many works that try to
find new ways to visualise this subjective information [6, 7].

In this Ph.D. thesis we propose a new approach to detect subjectivity and polarity in texts,
but focused on the subsequent visualisation of subjective information in real time. In Section
2 we will look at related work in this area. Section 3 we will describe the proposal in detail.
Finally, in Section 4 we will explain the work done and the work still to be carried out.

2. Related Work

Sentiment Analysis is the task that deals with the computational treatment of opinion, sentiment,
and subjectivity in text [8]. This field has several subtasks [9], such as Aspect-based Sentiment
Analysis, Subjectivity Detection, Emotion Detection or Polarity Classification, but in this work we
will focus on the latter. Polarity Classification is the task that refers to the classification of an
opinionated document as expressing a positive or negative opinion [10]. The approaches that
can be followed in this context are usually divided into two main groups [11, 12, 1], lexicon-based
approaches and machine-learning-based approaches.

In lexicon-based approaches, the polarity for a document is calculated from the semantic
orientation of its words or phrases [13]. These techniques mainly focus on using or building
dictionaries of sentiment words. Dictionaries can be created manually [14] or automatically
[13]. Examples of general and publicly available sentiment dictionaries include WordNet Affect
[15], SentiWordNet [16] or ML Senticon [3]. However, it is difficult to compile and maintain a
universal lexicon, as the same word in different domains can express different opinions [13, 17]

The second approach uses machine learning techniques. These techniques require the use
of a polarity labelled corpus to create a classifier capable of classifying the polarity of new
documents. Most of the existing work employs Support Vector Machines [18, 19, 20] or Näıve
Bayes [21, 19, 22], but recent work makes use of Deep Learning [4, 23]. In this approach, texts are
represented as feature vectors, and a good selection of these features is what mainly improves
the performance. These approaches perform very well in the domain in which they have been
trained but get worse when used in a different domain [8, 24].

Traditionally, these approaches usually do not take into account the sequentiality of the
words contained in the text, so they lose some information during the process. Some techniques
can help to solve this problem, such as Transformers or RNNs [25, 26]. The skipgram modelling
has also shown good results if used efficiently [27, 28, 29].

Once texts are categorised according to their polarity, it may be necessary to represent in some
way the opinion represented in those texts. Sentiment Summarisation systems deal with this
problem, processing all those opinionated documents and generating a summary that represents
the average opinion of all the documents and important aspects of the target addressed in
those documents [30]. While these systems usually generate a textual summary, Sentiment
Visualisation systems do the same but in a graphic or visual manner. Sentiment Visualisation
is the task that deals with the visualisation and analysis of sentiments discovered in textual
data [6]. Techniques in this area have evolved from basic charts used to summarize customer
reviews to visual analytics systems dealing with multidimensional datasets, including temporal,
relational and geospatial data [6, 7].
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3. Proposal

Our proposal consists of a hybrid approach, both lexicon-based and machine-learning-based.
A sentiment lexicon is automatically generated from a labelled dataset, assigning a polarity
score for a set of selected terms in that dataset, and a machine learning model is responsible
for learning how to calculate the polarity of a document based on the terms that appear in the
dictionary. The novelty of this work resides on the selection, scoring and filtering of the terms
for the dictionary. This work is based on the hypothesis that an efficient use of the skipgram
modelling can not only improve sentiment analysis tasks but also reduce the resources needed.

The terms used are words, n-grams but also skipgrams. The skipgram modelling technique
consists of obtaining n-grams from the words in the text, but allowing some words to be skipped.
More specifically, in a k-skip-n-gram, n determines the number of words, and k the maximum
number of words that can be skipped. Skipgrams are thus new terms that retain some of the
sequentiality of the original words, but in a more flexible way than n-grams. It is worth noting
that an n-gram can be defined as a skipgram where k = 0.

The number of skipgrams generated is usually very large, so that a scoring and filtering
process is necessary. The scoring is made taking into account different factors: (i) the number
of times the term appears in the corpus; (ii) the number of times the term appears in the corpus
for each polarity; (iii) the number of words that the term contains; and (iv) the (average) number
of skips required to obtain that term.

The calculation of the polarity of a document is performed by machine learning, where each
polarity is considered as a category and each text in the corpus as a learning example. We have
followed two different strategies to choose the features of the automatic learning algorithm.
The first one is the classic text classification approach, using the terms themselves as features for
the learning model and the scores in the dictionary as weights. The second strategy performs a
combination of the scores generating new features for building the machine learning model.

As applied research we also propose a sentiment visualisation tool, which aims to show as
much subjective information as possible at a glance (multiple dimensions) and be useful to
help people make decisions based on the data. This tool is oriented in the context of social
media, particularly on the social network Twitter1, measuring the reputation of different entities
chosen, and the user interactions related to those entities in real time.

Among all the types of visualisation that we analyse, we can highlight two of them: evolution
of reputation and evolution of interactions. The evolution of reputation attempts to give a numerical
value to a set of documents according to the size of this set and the polarity detected in its
documents, only for a specific points in time, to see how this value has increased or decreased
over time. The evolution of interactions is similar to the previous one but also focuses on
conversations between users of a social network, trying to show how these interactions evolve
over time.

1https://twitter.com
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4. Methodology and future work

Most of the work on this thesis has already been done:

• The polarity classification approach using skipgrams has been developed.
• This approach has been evaluated and compared with some of the existing techniques,

carrying out the appropriate experiments in different contexts and different datasets, and
multiple articles have been published confirming the effectiveness.

• Different versions of the visualisation tool have been developed over the years, integrating
the proposed polarity classification approach.

• Some of these versions has been commercialised and successfully used by many users.

However, there is still some work that we would like to do in order to complete this work:

• Compare the proposal with the state-of-the-art techniques, such as Deep Learning and
Word Embeddings, and integrate them into our approach to improve its effectiveness.

• Compare the performance of skipgrams with respect to the use of other techniques that
maintain language sequentiality in the learning process, such as Transformers or RNNs.

• Perform an appropriate evaluation of the visualisation tool with current similar tools. As
it is a visualisation tool, this evaluation should also involve the users of the tool and their
experience after use.

• Perform a comparison of the visualisation tool with current similar tools, trying to find
possible improvements.

• Publish one or more journal articles with the results obtained.
• Publish and share the code with the research community.
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