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Abstract

English. Domain and language shift are
still major bottlenecks for a vast range of
task-oriented dialogue systems. This pa-
per focuses on data-driven models for di-
alogue state tracking, and builds on top
of recent work on dialogue domain adap-
tation, showing that state-of-the-art mod-
els are very sensible to language shift ob-
tained through automatic translation. Ex-
periments show that combining training
data for the two languages (English and
Italian) is always beneficial, while com-
bining domains does not increase perfor-
mance. As a relevant side effect of our
work, we present a new dataset for dia-
logue state tracking available for Italian,
derived from MultiWOZ 2.3.

Italiano. I cambiamenti di dominio e
di lingua sono ancora uno dei maggiori
ostacoli per una ampia classe di sistemi
di dialogo task-oriented. Questo lavoro
si focalizza su modelli derivati da dati
per tracciare gli stati del dialogo, e pros-
egue lavori recenti su adattamento del di-
alogo al dominio, mostrando che i mod-
elli allo stato dell’arte sono molto sen-
sibili ai cambiamenti di lingua ottenuti
tramite traduzione automatica. Gli esper-
imenti mostrano che combinando i dati di
addestranmento per due lingue (inglese e
italiano) e’ sempre vantaggioso, mentre
la combinazione di dominii non migliora
le prestazioni. Come importante con-
seguenza del lavoro, presentiamo il primo
dataset per il tracciamento degli stati del
dialogo disponile per l’italiano, derivato
da MultiWOZ 2.3.
Copyright © 2021 for this paper by its authors. Use per-

mitted under Creative Commons License Attribution 4.0 In-
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1 Introduction

This paper is mainly motivated by the interest
of exploring, and improving, the capacity of cur-
rent data-driven task-oriented conversational sys-
tems to address shifts of domain and changes of
language. Our starting point is the dialogue do-
main adaptation (DDA) approach proposed by
(Labruna and Magnini, 2021), which allows to
adapt training dialogues collected for a source do-
main knowledge (e.g., restaurants in Cambridge)
to a domain where certain changes (e.g., a new
restaurant opens, a restaurants changes its food ,
etc.) have occurred. The idea behind DDA is, that,
rather then trying to improve the model robust-
ness, it is worth to generate new training dialogues
that are consistent with the domain changes. In
this paper we extend and experiment DDA, so that
also changes of language are included, particularly
moving from English to Italian.

A further motivation for our work is related to
the scarcity of annotated data for task-oriented di-
alogues systems for the Italian language. Among
the dialogic resources originally collected in Ital-
ian, we mention the recent JILDA dataset (Su-
cameli et al., 2020) (Sucameli et al., to appear),
a corpus of dialogues in the domain of job of-
fers, semantically annotated. NESPOLE (Mana et
al., 2004) is a corpus of human-human dialogues,
which is not annotated for training purposes. The
LUNA dataset (Dinarelli et al., 2010), although
annotated with frame information, is not publicly
available. Finally, the SUGAR dataset was pre-
sented at Evalita 2018 (Di Maro et al., 2018) al-
lowing to train systems able to interpret spoken
commands in Italian for the preparation of recipes.

A second type of data is derived through auto-
matic translation from English. This is the case
of the Italian version of the SNIPS dataset (Bel-
lomaria et al., 2019), which provides annotations
for spoken language understanding and can be



Figure 1: Example of dialogue domain and language adaptation. Words in bold indicate slot-values that
have been adapted.

used for slot filling and intent detection. Similarly,
an Italian version of the SQuAD question-answer
pair corpus is available (Croce et al., 2019) for Ital-
ian through translation. It has to be remarked that
the Italian translations of both SNIPS and SQuAD
do not rely on task-oriented dialogues, rather just
on question-answer pairs. In addition, they are
produced through simple translation from English,
i.e., preserving domain information (e.g., names
of places, restaurants, hotels, etc. reflect the En-
glish domain). We also notice that, unfortunately,
the recent MultiATIS++ dataset (Xu et al., 2020),
does not include Italian among the languages.

We are particularly interested in data-driven ap-
proach of dialogue state tracking (DST) (Balara-
man and Magnini, 2021) for the Italian language.
DST captures the capacity of a model to predict
the correct dialogue state at each turn in a dia-
logue, representing both the communicative goals
(dialogue acts) of the user and the portion of do-
main knowledge involved in such goals (slot-value
pairs). To the best of our knowledge, the only
dataset in Italian that can be used to model di-
alogue state tracking is JILDA (Sucameli et al.,
to appear), where dialogue state annotations were
carried on following the MultiWOZ style. How-
ever, being concluded very recently, still there are
no available DST baselines for JILDA, and, for
this reason, we have developed an Italian version
of the MultiWOZ dataset (Han et al., 2020).

Starting from MultiWOZ 2.3, a popular dataset
in English developed for booking traveling facil-
ities (e.g., restaurants, hotels, trains, attractions)
in the area of Cambridge, we incrementally oper-

ated both language and domain shifts. We provide
three experimental configurations: (i) a translation
of the Cambridge data set into Italian; (ii) a do-
main shift from Cambridge to Pisa, maintaining
English as language; and, finally, (3) a configu-
ration where both the initial domain and the lan-
guage are changed. As a relevant side effect, the
datasets for the three configurations are now avail-
able for further research on dialogue state tracking
for Italian1.

In the paper we first introduce the relavant back-
ground in dialogue domain adaptation (Section
2), then we explain how dialogue domain adapta-
tion is concretely applied to domain changes, and
finally we report the experiments we have con-
ducted (Section 4 and 5).

2 Dialogue Domain Adaptation

In the Dialogue Domain Adaptation setting
(Labruna and Magnini, 2021), we assume an ini-
tial conversational domain, represented in a KB-
SOURCE, and corresponding annotated training di-
alogues D-SOURCE. Then, as in real application
scenarios, we assume that a number of changes
occur in KB-SOURCE, such that a new conver-
sational domain KB-TARGET needs to be con-
sidered. Dialogue domain adaptation consists in
the capacity to automatically produce new anno-
tated dialogues D-TARGET, such that they main-
tain both the linguistic structure and the linguis-
tic variability of the initial D-SOURCE dialogues,
while, at the same time, being consistent with the

1https://github.com/tLabruna/DDA



new KB-TARGET.

Figure 1 shows an example of dialogue adapta-
tion. On the left side we have a user-system dia-
logue in English grounded on the Cambridge do-
main, while on the right side we have the same dia-
logue translated into Italian and adapted to the Pisa
domain. In this paper we show how to generate
such adapted dialogues (i.e. D-TARGET), which
differ from the original dialogues (D-SOURCE)
both in language and domain. The goal is then
to train a dialogue state tracking model either on
D-SOURCE or D-TARGET, and to investigate the
impact of such adaptations on the model perfor-
mance.

2.1 Slot-Value Substitution

Following (Labruna and Magnini, 2021), we focus
on domain changes due to different slot-values,
while assuming the same slot-names for both the
source and target domains. As for language shift,
it is based on translating all the utterances in a di-
alogue with the exclusion of the slot-values.

Given a slot-value occurring in a source dia-
logue D-SOURCE, the dialogue domain adaptation
process consists of choosing the best slot-value
in KB-TARGET to substitute the slot-value in the
D-SOURCE utterance. The first step is to check
whether the slot-value is known in KB-SOURCE.
If it is known, we look for a correspondence in
KB-TARGET, otherwise we directly keep it in D-
TARGET (or, in case of different languages, trans-
late it into target language). In order to decide if
the slot-value is in the KB-TARGET, we use a sim-
ilarity function based on a variation of the Gestalt
Pattern Matching algorithm (Black, 2004). We se-
lect the most similar value in the KB-TARGET and
we compare it to a empirically estimated thresh-
old. Once we found a specific slot-value in KB-
SOURCE and we ensured it exceeds the threshold,
the corresponding slot-value to be selected from
the KB-TARGET depends on the adaptation strat-
egy we choose to adopt.

For the experiments of this paper we have used
FREQUENCY-KB, an adaptation strategy based
that obtained the best performance in (Labruna
and Magnini, 2021). Given a slot-value in KB-
SOURCE, FREQUENCY-KB basically consists of
selecting the slot-value in KB-TARGET that has
the most similar frequency distribution in the KB.

3 Method

We broke down the problem of adapting a conver-
sational dataset to a new language and a new do-
main into three different steps: first we performed
delexicalization by inserting some placeholders in
the place of the slot values; then we automati-
cally translated the dataset, leaving the placehold-
ers unchanged; finally, we substituted the place-
holders with the new domain slot-values. Each
one of these steps is discussed in the following
sub-sections.

3.1 Delexicalization
The setting that we are presenting involves the an-
notations being specifically slot-name slot-value
pairs. Both the slot-values contained in the ut-
terances, and those in the annotations, can not be
translated the same way as the rest of the text,
but need to undergo a Domain Adaptation process
(e.g., we don’t want I need a taxi to The Old Cas-
tle to be translated into Ho bisogno di un taxi per
Il Vecchio Castello).

For this reason, the first step is to delexicalize a
D-SOURCE dialogue, i.e., substituting all the slot-
values in the utterances with placeholders. The ex-
ample above shows this placeholder insertion, for
moving from the following original sentence:

“I need a restaurant in the north that has
Caribbean food and a moderate price
range please .”

to the utterance:

“I need a restaurant in <#0#> that has
<#1#> food and a <#2#> price range
please .”

3.2 Translation
The second step is to perform the translation from
the source language to the target language with-
out considering the placeholders. According to
our example, we will produce the following Ital-
ian utterance:

“Ho bisogno di un ristorante a <#0#>
che abbia <#1#> cibo e un <#2#> fas-
cia di prezzo per favore .”

3.3 Slot-Value Substitution
As a third step, the placeholders need to be sub-
stituted back with slot-values of the target domain



KB-TARGET. Which slot-values to substitute de-
pends on the Dialogue Domain Adaptation strat-
egy and will be discussed later.

Finally, all the slot-values - both from utterances
and annotations - that could not be substituted
through DDA, need to be automatically translated,
which will result in the following:

“Ho bisogno di un ristorante a est che
abbia caraibico cibo e un economico
fascia di prezzo per favore .”

As can be noted, a downside of using place-
holders is that this method does not consider the
subject-verb agreement, nor the order of the words
to be different between the original and the trans-
lated text. It should also be observed that in the
cases of north and moderate, the slot substitution
selects different values from the KB, while in the
case of Caribbean it could not find a correspon-
dence in the KB, hence it got translated directly
from the original.

4 Experimental Setting

We started from the public available dataset Mul-
tiWOZ 2.3 (Han et al., 2020), which consists of a
collection of more than ten thousand annotated di-
alogues (with dialogue states) spanning over seven
domains related to traveling in Cambridge (e.g.,
restaurants, hotels, attractions, trains).

Pisa KB-TARGET. We manually created a KB-
TARGET for Pisa, mirroring the instance distribu-
tion of the KB-SOURCE for Cambridge. For ev-
ery entity instance of the Cambridge KB, a cor-
responding Pisa instance was created, keeping the
slot-names as they were in the original, and chang-
ing only the slot-values. The specific instances
were chosen by analysing the frequency distri-
bution in the Cambridge KB and finding a simi-
lar correlation in the Pisa domain. For example,
all the Cambridge restaurants with INDIAN food
type, which is the most common in Cambridge,
were substituted with Pisa restaurants with ITAL-
IAN food type, which is the most common in Pisa.
All the Pisa instances were taken from publicly
available datasets containing real information on
Pisa entities 2.

Automatic translation. As for translation from
English to Italian, we used the automatic transla-

2http://www.datiopen.it/

tor available at FBK. 3 The MT engine is built on
the ModernMT framework4 which features neu-
ral machine translation implementing the Trans-
former architecture (Vaswani et al., 2017). A
big model (more than 200 million parameters) is
trained on generic domain data, taken from the
OPUS repository5.

Test data used in the experiments were manu-
ally checked, correcting a number of translation
issues, including, for instance, wrong prepositions
used for time expressions (from di 13:00 to delle
13:00), and wrong agreements (from prezzi medio
to prezzi medi). Training data were not corrected.

Datasets. We run experiments over the follow-
ing four datasets:

• CAM-ENG. This is the original MultiWOZ
2.3 dataset, with Cambridge as domain and
English as language. It is used as referent for
the other experiments.

• CAM-ITA. This is the translation to Italian
of the original MultiWOZ 2.3 dataset, with
Cambridge as domain.

• PISA-ENG. This is the original MultiWOZ
2.3 dataset adapted to the new Pisa knowl-
edge base, using dialogue domain adaptation,
as described in Section 3.

• PISA-ITA. This is the MultiWOZ 2.3 dataset,
first translated into Italian and then domain
adapted to the Pisa knowledge base.

For all the datasets we kept the same train-
ing/test split of dialogues as in the original Mul-
tiWOZ 2.3. In addition, we have experimented the
following combinations:

• CAM-ITA + CAM-ENG. This combination
provides all the available data for the Cam-
bridge domain, mixing the two languages.

• PISA-ENG + CAM-ENG. This combination
provides all the available data for English,
mixing the two domains.

• CAM-ITA + PISA-ITA. This combination
provides all the available data for Italian,
mixing the two domains.

3We would like to thank the Machine Translation Re-
search Unit of FBK, and in particular Mauro Cettolo, for the
kind support in the generation of automatic translations.

4http://github.com/modernmt/modernmt
5http://opus.nlpl.eu



Training Test Training Accuracy Turn Accuracy Joint F1 Joint Accuracy

Cam-ENG Cam-ENG 0.52 0.97 0.9 0.49

Cam-ITA + Cam-ENG Cam-ENG 0.48 0.97 0.9 0.49

Pisa-ENG + Cam-ENG Cam-ENG 0.54 0.97 0.9 0.49

Cam-ITA Cam-ITA 0.42 0.95 0.87 0.4

Cam-ITA + Cam-ENG Cam-ITA 0.48 0.96 0.88 0.42

Cam-ITA + Pisa-ITA Cam-ITA 0.4 0.95 0.87 0.38

Pisa-ENG Pisa-ENG 0.54 0.97 0.89 0.5

Pisa-ITA + Pisa-ENG Pisa-ENG 0.49 0.97 0.91 0.52

Pisa-ENG + Cam-ENG Pisa-ENG 0.54 0.97 0.91 0.52

Pisa-ITA Pisa-ITA 0.39 0.95 0.86 0.37

Pisa-ITA + Pisa-ENG Pisa-ITA 0.49 0.96 0.88 0.42

Cam-ITA + Pisa-ITA Pisa-ITA 0.4 0.95 0.86 0.37

Table 1: Performance of the TRADE algorithm over the datasets used in the experiments.

• PISA-ITA + PISA-ENG. This combination
provides all the available data for the Pisa do-
main, mixing the two languages.

Dialogue State Tracking Model. The goal of
the experiments is to assess the robustness of a di-
alogue state tracking model when domain and lan-
guage are changed. As for DST model, we have
used TRADE (Wu et al., 2019), an algorithm op-
timized for being used on multi-domain dialogues
such MultiWOZ.

5 Results

Results of the experiments are presented in Ta-
ble 1. The first column indicates which dataset
the model was trained on; the second column re-
ports the dataset used for testing the model; the last
four columns report measures on the model per-
formance. Training Accuracy refers to the Joint
Accuracy obtained at training time; Turn Accu-
racy indicates how many single predictions were
actually correct; the Joint F1 score reflects the ac-
curacy of the model, considering both precision
and recall; finally, the Joint Accuracy, measures
the percentage of correct predictions of dialogue
states for every dialogue turn, where a prediction

is considered correct if all the slot values in the
dialogue turn are correctly predicted. Results are
reported into four groups depending on the dataset
that has been used for testing. For every group
we have three configurations: the first experiment
reports the performance with the initial dataset,
the second considers the extension of the initial
dataset with the second language, and finally, the
third experiment considers the extension of the ini-
tial dataset with the second domain.

6 Discussion

Results reveal several interesting aspects. First,
we register a decrease in performance between the
datasets in English and those automatically trans-
lated to Italian. This can be due to the process
of placeholder insertion and subsequent substitu-
tion of slot-values, along with the translation itself,
which can be source of errors. On the other side,
the domain adaptation from CAM-ENG to PISA-
ENG and from CAM-ITA to PISA-ITA did not
show the same decrease of performance, rather it
resulted even in a small increase for the first case.

The central part of our work, however, focused
on generating adapted dialogues and investigat-
ing the performance variations derived from them.



Slot-name Cam-ITA
Accuracy

Cam-ITA
vs

Pisa-ITA
Overlap

Cam-ITA + Pisa-ITA
Accuracy

Cam-ITA
vs

Cam-ENG
Overlap

Cam-ITA + Cam-ENG
Accuracy

Train-departure 0.925 0.421 0.924 0.607 0.934

Train-destination 0.950 0.466 0.947 0.762 0.956

Restaurant-area 0.846 0.561 0.892 0.051 0.851

Hotel-area 0.787 0.812 0.811 0.03 0.795

Table 2: Slot-name accuracy prediction with comparison to the overlap of the slot-name between the
dialogues. The first column is the considered slot-name. The second column is the predicted accuracy of
the slot given by the TRADE model trained on Cam-ITA and tested on Cam-ITA. The third and fourth
columns show the overlap and the prediction accuracy with respect to domain change. The remaining
columns show the same measures for the language change.

With regards to this aspect, it should be noted that
the addition of a second language resulted in a
significant improvement almost in all cases, with
an increase of 5% for CAM-ITA, 4% for PISA-
ENG and 13.5% for CAM-ITA. On the other
side, the addition of the second domain does not
bring much advantage, resulting in zero change for
CAM-ENG and PISA-ITA, a small decrease for
CAM-ITA and a small increase for PISA-ENG.

6.1 Overlaps Between Datasets

In order to better understand the factors that af-
fect the variation of Joint Accuracy performances
between the datasets of each group, we have anal-
ysed the overlaps among the training datasets. We
estimated such overlap as the proportion of slot-
values in two datasets for every domain that are
exactly the same .

We have observed that in most of the cases
adding a dataset with high overlap for a certain
domain produces an improvement in DST perfor-
mance for that domain. As an example, the do-
main with highest overlap between the Cam-ITA
dataset and the Pisa-ITA dataset is Taxi (86.11% of
overlap). On the other side, the domain with low-
est overlap between the same datasets is Attraction
(44.45% of overlap). These overlaps have strong
correlation with the DST performances on the two
domains: the Cam-ITA + Cam-ENG dataset pro-
duces an improvement of 1.5 points with respect
to the Cam-ITA dataset on the Taxi domain, and
shows a decrease of 1 point on the Attraction do-
main.

This correlation can also be verified if we look
at a slot-name level. Table 2 shows some ex-
amples of slot-names with corresponding overlaps
between dialogues and slot-name prediction accu-
racy, taken from the Cam-ITA setting with domain
and language additions. As it can be noted, when
the slot-name overlap between the aggregated di-
alogue and Cam-ITA is higher, the respective pre-
diction accuracy also tends to be higher.

7 Conclusion

We have investigated domain and language shift
for data-driven task-oriented dialogue systems.
We have extended recent work on dialogue do-
main adaptation to a cross-language setting,
where both the domain and the language are
changed. We showed that: (i) state-of-the-art
models are very sensible to language shift ob-
tained through automatic translation; (ii) combin-
ing training data for the two languages is always
beneficial; on the contrary, combining data of dif-
ferent domains does not produce any improvement
in all of our settings. Finally, as a relevant side ef-
fect of our work, we present a new dataset for di-
alogue state tracking available for Italian, derived
from MultiWOZ 2.3. All the data are made avail-
able for further research on dialogue domain adap-
tation.
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