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Abstract  
The highlevel of accuracy of the functioning of artificial neural network (ANN) diagnostic 

models described at the resources indicates the prospects for the use of ANN in various fields 

of medicine for the diagnosis and forecasting of diseases. The implementation of diagnostic 

neuromodels into clinical practice can provide effective results during making medical 

decisions, contribute to improving the accuracy of diagnosis of diseases, and speed up 

process of examination of the patient. It is also worth noting that ANN can be used as models 

of the subject area under consideration. By changing the input data of the neural network 

model, observing the behavior of the output signals, it is possible to research the subject area 

under consideration, identify and investigate medical patterns that the ANN extracted during 

training. However, medical tasks become more complicated every time: the nature of clinical 

data about the patient changes, the data is constantly updated, the volume of data increases, 

as well as the hidden connections in the data. An additional challenge is the increased 

requirements for the adaptability and sensitivity of the neuromodel for a particular patient or 

disease. Using a reinforcement learning approach demonstrates good training results on 

incomplete data or in areas of high specificity. The paper investigates the possibility of using 

reinforcement learning strategies for the synthesis of high-precision neuromodels for 

subsequent use in medical diagnostics. 
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1. Introduction 

ANNs are increasingly used in intelligent medical systems every year. Among the possible use 

cases are [1], [2]: 

 methods that look for deviations in MRI images, mammography, X-rays. Before the 

pandemic, developers often created such programs to help doctors diagnose cancer. Since the 

beginning of the pandemic, they have been changed for the diagnosis of COVID-19; 

 analysis of medical records, patient complaints. The doctor enters data about the patient into 

the database: test results, examination data, and the program offers treatment tactics. This is how 

one of the most famous programs in this industry works: Watson from IBM; 

 control of medical staff. It is extremely important for the head of the clinic to understand 

whether the doctors prescribe the procedures and treatment correctly. The patient's medical history 

has everything: what he came with, what tests he was prescribed, what treatment. The method 

looks for anomalies and points to histories where excessive treatment is prescribed, too many 

procedures. Or to those where it is less than in similar cases. 
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Moreover, researchers often have to work with more specific tasks that are not so common in mass 

practice [3-6]: 

 methods for detecting signs of early-stage Alzheimer's disease on MRI images; 

 a method that looks for anomalies in X-ray images; 

 methods for the control of bedridden patients. There are cameras in the wards that are 

connected to a program that can recognize a specific situation: a patient falling out of bed. If this 

happens, the nurses are automatically notified; 

 methods for monitoring the workload of operating tables. The program determines how 

evenly the load is distributed on medical teams in different operating rooms; 

 medical reference book with artificial intelligence (the doctor enters data about the patient, 

the program suggests a solution). 

However, all these tasks are characterized by similar problems in the process of implementing 

ANN. For example, getting data. To create a neuromodel designed for any task, it must be trained on 

data. To teach her to see an anomaly on an X-ray or to determine that it is cancer and not pneumonia, 

she needs to show a lot of such pictures (thousands, hundreds of thousands, millions). The diagnosis 

must be correctly signed on all the pictures, otherwise the program will make more mistakes [7-10].  

So, many researchers agree that the main difficulty of developers is: the lack of homogeneous and 

high-quality data. A developer can't just come to a hospital and take medical data about patients. Even 

taking into account the fact that they are depersonalized, for example, X-rays without a first and last 

name [7-10]. These data are protected by several legal laws at once: on medical secrecy, on personal 

data, etc. Large Western universities often provide developers with arrays of data to guarantee the 

ability to train a model. But then there is a problem with data compatibility. For example, the 

developers received a database with postoperative X-rays: control images, which are made after 

surgery in the patient's supine position. However, to analyze the results of screening studies, the 

pictures are taken most massively when the patient is standing, it is impossible to apply a system 

trained on such data. The patient's X-rays lying down and standing are two very different pictures. 

There are also always doubts about the reliability and accuracy of other people's data. It is difficult to 

train models that prompt a doctor to make a decision based on text data: approaches to the treatment 

of certain diseases may differ in each country [11-13]. 

Reinforcement learning is a approach of machine learning method in which a model is trained that 

has no information about the system, but has the ability to perform any actions in it. Actions move the 

system to a new state, and the model receives some reward from the system. Therefore, such a 

strategy can be a useful practice for solving medical problems. 

So the main goal of the work will be to develop a new method of neuroevolutionary synthesis of 

neuromodels for medical diagnostics with the borrowing of strategies and mechanisms of 

reinforcement learning methods. This approach will eliminate most of the disadvantages of 

neuroevolutionary methods. 

2. Related Works 

In recent years, researchers have observed significant qualitative growth in reinforcement learning 

technologies. If initially this approach demonstrated good results in game tasks, then at the moment 

neuromodels trained with reinforcement learning methods are actively used for pattern recognition, 

agent management in robotics and decision-making in continuous tasks [14-20]. 

Sometimes reinforcement learning is distinguished not as a separate strategy, but as an offshoot 

from the strategy of learning with a teacher. This is due to the formulation of the assignment: a real or 

virtual environment acts as a teacher. However, this is the main mistake of this classification. After 

all, the environment in this case reacts to the agent dynamically and each time the reaction may be 

different. Thus, during the training process, the agent receives information from the external 

environment about where there is no exit, thus, he studies the surrounding world and learns to find a 

way out [14-20]. 

It should be noted that several factors have influenced the rapid development of the reinforcement 

learning approach [14-20]: 



 increased computing speed (using powerful distributed and parallel computing systems, the 

use of many lightweight threads of modern GPUs); 

 a significant increase in the amount of suitable data for training models in open repositories 

(for example, ImageNet); 

 dissemination of new ANN topologies (CNN, LSTM, GRU); 

 expansion and distribution of computing infrastructures (Linux, TCP/IP, Git, ROS, PR2, 

AWS, AMT, TensorFlow, etc.). 

So in general, It can be concluded that the main impetus for recent progress is not new ideas and 

methods, but the intensification of computing, sufficient data, mature infrastructure. And, despite 

significant practical results, their theoretical basis still remains simple [16-20]. 

The most common and researched reinforcement learning method is Policy Gradient (PG) [21-28]. 

The popularity of this method is explained by theoretically supported rules for optimizing the 

expected reward: 

 clear policy; 

 transparent rules. 

In general, PG can be represented in the likeness of the diagram in Fig. 1. Then basically the 

method will consist of performing 4 basic steps [21-28]: 

1. run N  scenarios i  with a strategy  sa | . At the same time, i  is a certain scenario, that 

is, a sequence of agent states ( is ) and actions performed in these states 

( ia ):  nn asasasas ,;...,,;,;, 332211 , and the behavior of the agent (further states and actions) is 

determined by its stochastic strategy:  nn sa | ; 

2. calculate the arithmetic mean      
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, where  J  is a 

function of the maximized mathematical expectation of the sum of the agent's winnings  , and 

 J  is the gradient of this function. Then,  i
t

i
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Figure 1: General scheme of the PG method 
 

Further researches of reinforcement learning methods was found in the more complete and 

advanced Q-learning method [21-28]. Q-learning is a method that researched values from a special 

table that measures in what quality level it will be performed a certain action in any state (it can be 



measured this with a simple scalar value, so the larger the value, the better the action). The values 

which stored in the table are called "Q-values". These are estimates of the amount of future awards. In 

other words, they estimate how much more reward it could be get before the end of the game by being 

in the ( is ) state and performing the ( ia ) action. This method allows to get more information about the 

environment at every step. This information is used to update the values in the table [21-28]. 

The basic concept of Q-learning is based on the Bellman equation:  

    ','max, ' asQrasQ a ,  (1) 

Q  is a Q-Values for the state given a particular state; 

is  is a sequence of agent states ( is ); 

ia  is a sequence of agent and actions; 

r  is a expected discounted cumulative reward; 

  is a the award in the future, devaluing future awards. 

The equation states that the value of Q for a certain state-action pair should be the reward received 

when moving to a new state (by performing this action), added to the value of the best action in the 

next state. And to resolve the conflict, when the hypothesis works that receiving an award right now is 

more valuable than receiving an award in the future,   number is used from 0 to 1 (usually from 0.9 

to 0.99), which is multiplied by the award in the future, devaluing future awards [21-28].  
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Figure 2: General scheme of the Q-learning method 

 

Dueling Double Deep Q-Learning (Dueling DDQN) this is the most modern approach to the 

synthesis of neuromodels based on the principles of reinforcement learning. To approximate the 

optimal function of the action value ( ia ), it could be used a deep Q-network:  ,,asQ  with the 

parameter  . To evaluate this network, firstly should be optimized the following sequence of function 

dropouts on iteration i :     





 
2

',,, ,, i
DQN
israsii asQyEL ;  ',','max  asQry

DQN
i , updating the 

parameters of the descent gradient such that       iii
DQN
israsiii asQasQyEL  ,,,,',,,  [21-28]. 

Dueling DDQN is a special state-of-the-art deep Q learning algorithm consisting of separate duel 

architectures that share streams of value and benefits in deep Q networks to determine the value of the 



next state. Prioritizing experience reproduction, i.e. sampling mini-experience packages that have a 

large expected impact on learning, further increases efficiency [21-28]. 
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Figure 3: General architecture of the Q-learning method 

 

3. Proposed method 

As it was presented in the previous section, reinforcement learning methods have great prospects 

for solving problems that are poorly formalized, with incomplete data or with a dynamic environment. 

In our work, we propose a method based on strategies of reinforcement learning methods [29]. 

So it is proposed: 

1. taken the neuroevolutionary synthesis of neuromodels as a basis, but with the addition of 2 

separate neural networks: a network for evaluating and monitoring the environment 

( critglobNN _ ) and a network for duplicating the parameters of the best agent at the next step 

( clonebestNN _ ); 

2. the rest of the population will be a set of different individual agents 

(  
nindindindsind NNNNNNNN ,...,,

21'  ); 

3. during the synthesis and modification of the structure of individual individuals considered as 

agents in the environment, all information will be forwarded to the global network critglobNN _ , 

whose task is to compare the current results of agents with the reference results of training data 

and adjust the penalty or reward for each agent; 

4. at the same time, after evaluating the actions of all agents, the agent with the best results is 

selected at the iteration ( minmax, 
indoutNNQ ) structurally and parametrically duplicated in the 

clone network:  NNNN
i
indclonebest ParamStructNNNN

n
,_  . 

The main goal of this step is to evaluate the results in the next iteration with the previously best 

ones. 

This synthesis approach also assumes the presence of an additional identifier: the evaluation of the 

reward growth step levQmark   [30-34]. Such an identifier will help to avoid areas of local extremes, 

since if the reward value decreases less than the specified one, it is possible to change the best agent 

in the population peratively. 

The general progress of the method is shown in Fig. 4. 

4. Results and Discussions 

A data set was selected for testing based on the characteristics of patients with pneumonia, which 

was recently presented by authors M.-A. Kim, J. Seok Park,C. W. Lee, and W.-I. Choi [35]. Total 

sample size: 77490 values. Table 1 shows the characteristics of the set date. 



For this task, the development of neuromodels will make it much easier to determine the further 

diagnosis of a person after collecting data on their well-being. Given that pneumonia is one of the 

most important signs and complications of COVID-19 [36], [37], after additional training on 

advanced data, this model can be used to diagnose patients or predict the further development of 

disease dynamics. 
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Figure 4: The general scheme of the method 
 

Table 1 
General characteristics of the data set 

Total number of values 77490 Number of attributes 54 

The type of the data Numeric (after 
consideration of) 

Number of instances' 1435 

 

It will be compared the work of the proposed method reinforcement learning (RLNE) with the 

modified neuroevolution genetic algorithm method (MGA) which synthesis tasks will be RNN and 

DNN [14], [15], [34]. For methods compared, will be used next characteristics of the metaparameters.  

 

Table 2 
Metaparameters for methods 

Metaparameter of the method Characteristics of the metaparameter 

Number of individual in population (size) 100 
Elite size of population 5% 

Neurons activation function hyperbolic tangent 
Probability of the mutation (for the MGA) 25% 

Type of the crossover two-point 
Reward [-1;0;1] 

Types of mutation 
deleting a connection between neurons 

removing a neuron (hidden layer) 
adding a connection between neurons 



adding a neuron (hidden layer) 
changing the type of activation function 

The test results for the synthesis task are shown in Table 3. 

 

Table 3 
General results on data set  

Method of synthesis Synthesis Time, s Error at the training 
sample  

Error at the test 
sample 

RLNE 7352 0.021 0.147 
MGA RNN 7173 0.03 0.157 
MGA DNN 8031 0.019 0.134 

 

Analyzing the results, it can be concluded that the proposed method has well demonstrated the 

synthesis time in comparison with the use of MGA for the synthesis of DNN. This is due to the fact 

that topologically synthesized neuromodels were simpler and their modifications required less effort. 

However, the time results are inferior in time to MGA for RNN synthesis. A possible explanation may 

be that during RNN synthesis, there was no need to clone the best individuals to compare the results, 

since the presence of recurrent connections makes this process easier. 

Another important characteristic is the accuracy of the synthesized solutions. So the solutions 

obtained by RLNE were more accurate both on training and test data, but the difference in error with 

MGA RNN is not so significant. And the results of MGA DNN were even better. It is likely that deep 

networks allow encode hidden connections between data more accurately.  

The second stage of the study of experimental results was focused on the characteristics of 

resource consumption during the synthesis of solutions. So special attention was paid to measuring 

the load on the CPU and RAM [38]. Such monitoring allows more accurately determine the load 

distribution at different iterations of the method execution. The CPU and RAM load graphs are shown 

in Fig. 5 and 6, respectively. 

 
Figure 5: Load on the CPU during synthesis  

 

 
Figure 6: Load on the RAM during synthesis  

 



During the use of MGA in both cases, the load on the CPU and RAM was more abrupt, but did not 

exceed the mark of 81-82% on average. When using RLNE, the load distribution was more 

systematic, but it often reached 100%. These indicators are important when designing a parallel 

approach in synthesis using methods. So a relatively low load allow implement MGA on highly 

productive GPUs, but the high resource consumption of RLNE, on the contrary, limits this possibility. 

5. Conclusion 

The proposed strategies and method demonstrated the accepted level of work. Thus, the accuracy 

of the resulting solution was increased by 6.4% (from 0.157 to 0.147). It was also possible to reduce 

the synthesis time: in comparison with analogues by 8.5% (from 8031 s to 7352 s). However, a high 

level of resource consumption limits the parallelization of the method, which in turn can significantly 

limit the genetic diversity of individuals. In the future, it is possible to implement the main strategies 

of the proposed method in parallel implementations of neuroevolutionary methods for the purpose of 

intellectual maintenance and control of populations of solutions. 

Also, an important option for further research may be to simplify the proposed strategy by 

extracting a clone of the best result at the iteration and replacing this approach with the use of 

individual agents with recurrent connections, but by tightening the control of the import of the barrier 

from the external global critic network. On the other hand, this approach will allow to focus the work 

of the critic's network on the external data of the environment. 
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