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Abstract
With the rapid growth of Internet-of-Things (IoT) devices, especially in the context of smart homes, we
witnessed the rise of different services aimed at providing end-users with tools for the definition of custom
behaviors. Among these, If-This-Than-That (IFTTT) became the most used end-user programming tool
for creating event-condition-action (ECA) rules. However, while defining such rules, end-users might
expose both their smart devices and personal information to security and privacy threats. This paper
presents the progress achieved in the definition of a classification model based on neural networks for
the identification of possible security and privacy issues within an IFTTT applet.
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1. Introduction

Internet-of-Things (IoT) platforms and devices are being widely used in industrial and domestic
contexts. Recently, we witnessed the rise of services that facilitate the interoperability between
different smart devices and cloud services, offering tailoring to end-users through the usage of
specifically studied paradigms. Such functionalities allow users to define custom behaviors for
both the devices and the services by means of simple conditional rules [1, 2].

In the IoT domain the behavioral rules, which are commonly defined as Event-Condition-
Action (ECA) rules, express how and when IoT devices have to be activated in reaction to
detected events [1]. The end-user development (EUD) platforms allow for the definition of such
rules through appropriate levels of abstraction, helping the user to define an ECA rule in a
simple way. In particular, while interacting with these platforms, the end-users are not required
to deal with technical details that may be complex to understand, simplifying the definition
process by means of basic semantic concepts [3]. Among the released services for designing
ECA rules, IFTTT (If-This-Then-That) affirmed itself as one of the most used for its simplicity in
building rules. Furthermore, IFTTT provides a variety of pre-composed rules that the end-user
can use in his/her smart environment.

The behaviors defined through ECA rules can concern different aspects of a smart environ-
ment, for example, it is possible to define the switching on or off behavior of smart lights relative
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to the position of the user, as well as the publication or the gathering of social network posts
following the occurrence of certain conditions. In addition, through ECA rules, it is also be
possible to define behaviors triggered in response to the occurrence of certain events which
could jeopardize the security of the smart environment [4].

However, an important aspect to tackle when dealing with ECA rule definition is related
to the possibility of introducing inconsistencies, which might lead to security and privacy
risks [5, 6]. Indeed, the low technical knowledge of end-users might not allow them to notice
immediately the existence of such inconsistencies, and the consequences that a risky ECA rule
could entail. As an example, let us consider the following ECA rule: “When I go to the gym,
make a post on Facebook” . Although nothing wrong could be immediately deducted from this
rule, we can identify a serious privacy disclosure concern through painstaking analysis. In fact,
such a rule could provide useful information to a malicious individual, e.g., a thief might know
when you are out the house. Thus, it is crucial to support end-users during the definition of
ECA rules by providing information about their potential risks.

In the literature, Artificial Intelligence approaches aimed at extracting knowledge from ECA
rules have been applied. In fact, in [7] authors proposed a neural network architecture based on
the attention mechanism, aiming at inferring the morphology on an IFTTT rule from textual
descriptions. In particular, such a mechanism allows each element of the text, namely token,
to be assigned to a weight determining its importance within the description. Each weight
depends not only on the single token but also on the context it belongs to, i.e. the tokens
preceding and succeeding it. Finally, by analyzing the weights calculated on each token, the
authors can extract details regarding what elements of the text constitute the event and the
action of an IFTTT rule. Furthermore, many other works in literature propose security- and
privacy-preserving solutions in several application domains [8, 9]. Unfortunately, few efforts
have been devoted to the identification of possible security and privacy risks underlying ECA
rules. This is a serious shortcoming if taking into consideration the large number of users who
are approaching these new technologies.

This position paper highlights the preliminary assessments obtained in the definition of a
classification model for identifying risky IFTTT applets. The proposed solution exploits neural
networks for analyzing the IFTTT applets’ elements and predicting whether they entail privacy
or security threats for both the users and the smart environment.

2. The IFTTT Applet Structure

An IFTTT applet is built of two components: a trigger that causes the applet to run, and an
action that define what should happen. The trigger represents the “this”, while the action
represents the “that” of the statement “if this, then that” [6]. Each trigger and action belongs
to a “channel”, which specifies the service provider that the trigger or the action is associated
with, (e.g. the IoT device manufacturer, or a social media company) called trigger channel and
action channel, respectively. The triggers associated to the channels can be either simple as
“when a certain time is reached” or more complex, such as “when the camera detects motion”.
Similarly, the actions depending on the selected channels can range from sending an email to
arming a security system. Figure 1 shows an example of ECA rule and highlights the components



Figure 1: An example of IFTTT applet highlighting the trigger and action components

of the corresponding IFTTT applet.
An applet has also associated a title, which is a short text summarizing what is expected from

the applet, and a description, which should provide details about its triggers, its actions, and any
other useful information users should be aware of.

3. Identifying Risky IFTTT Applets

To deal with the problem of classifying IFTTT applets concerning underlying security or privacy
risks, we considered the application of a Long Short-Term Memory (LSTM) model. However, the
latter require large amount of data to achieve effective predictions. To this end, we considered
a dataset of 320k applets published by Mi et al., obtained through the application of crawling
activities on the IFTTT website from November 2016 to April 2017 [10]. The dataset preserves
the structure of the IFTTT rules, i.e., the decomposition of the applet in trigger, action, and the
corresponding channels.

To evaluate the supervised learning technique for classifying risky IFTTT applets, we gener-
ated a training set of applets derived from the initial dataset. In particular, we labeled the applets
concerning the risk they could represent for the end-user’s security and privacy, according to
the four classes defined in [5]:

• Harmless: apparently harmless applet (to which class 0 has been associated).
• Personal: causes loss of sensitive data (to which class 1 has been associated). This damage

is self-inflicted since any damage is the result of user behavior.
• Physical: damage to physical health or goods (to which class 2 has been associated). This

damage is external as a third party can potentially inflict the damage.
• Cybersecurity: interruption of an online service or distribution of malware (to which

class 3 has been associated). This damage is external as a third party can potentially inflict
the damage.

Initially, a small number of applets were selected and labeled. Later, to speed up the manual
labeling process, we decided to adopt a sentence embedding technique. These types of techniques
can represent entire sentences and their semantic meaning in the form of vectors, thus helping
computers to understand the context, the intent, and other nuances within the texts. In particular,



we employed SentenceBERT, a model introduced in 2018, based on a Siamese network-like
architecture that accepts a sentence as input and generates its vector representation. The
sentence is supplied as input to a BERT model and a pooling layer to generate its 512-dimensional
embedding. This model was applied to the already labeled applets, taking into consideration, for
each of them, both the title and the description. To filter the applets of a given class, for every
single already labeled applet, we employed the cosine similarity on the sentence embeddings
between the labeled applet and all the remaining unlabeled ones. For each of these operations,
an Excel file was generated in which the unlabeled applets were arranged in descending order
based on their similarity to the considered labeled applet. Even in this case, we pursued with
manual labeling, but this strategy allowed us to derive other applets “similar” to those already
labeled and to discover new types of applets.

Therefore, we manually labeled a subset of 2000 applets taken from the complete dataset1,
obtaining an initial training set, which was given in input to several neural network models. For
each applet, we selected the following textual information: the title of the applet, its description,
and the textual description of both the trigger and the action of the applet. Before applying
LSTM, the texts were preprocessed, and features were extracted and represented into a 50-
dimensional vector using GloVe model. Initial results showed an average accuracy score of
around 82% with LSTM. Currently, we are evaluating the effectiveness of other classification
models by varying the considered features.

At the workshop, we will present the results achieved with the trained model, and dis-
cuss the challenges related to the creation of larger labeled datasets of ECA rules and to the
communication of the identified risks to end-users.
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