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Abstract. In many formalisms extending Dung’s Abstract Argumenta-
tion Frameworks (AFs), arguments are not always “present”. In timed
AFs, for instance, arguments are only available in precise intervals of
time, as they can appear and disappear in an intermittent manner; in
incomplete AFs, both attacks and arguments can be absent; in constel-
lation probabilistic AFs (attacks and) arguments have a probability to
be present or not, and possible worlds are generated for the computation
of the semantics. We review current approaches and propose a four-state
labelling semantics to take in account such absent/unknown state of an
argument. The four labels we use can be traced to the states a belief
can assume, allowing us to also define operations related to belief ma-
nipulation, like expansion contraction and revision. We also discuss how
labels/states of arguments in an AFs can be modified by using belief
revision operations.

Keywords: Argumentation Theory - Four-State Labelling - Non-Monotonic
Reasoning - Belief Revision - AGM.

1 Introduction

A labelling for AFs has been proposed by Caminada [11] to cope with the issue
of reinstatement, namely the phenomenon for which defended arguments can
be considered accepted. Such a labelling consists of a function assigning three
different labels (IN, OUT and UNDEC) to arguments of a framework according
to a set of rules. Only IN and OUT arguments can be directly labelled, while
the UNDEC label is assigned to arguments which can be neither IN nor OUT. A
distinction between arguments to be ignored and arguments whose acceptabil-
ity cannot be established is made in [17] trough a four-state labelling obtained
starting from two labels (+ and —) that can be assigned to arguments. Assigning
both labels corresponds to identify an undecided argument, while not assigning
any label means that the argument will be ignored. In this setting, the authors
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introduce partial (not considering arguments with a +/— label) and total® la-
bellings. However, they only consider total ones for defining complete semantics.
In other words, no argument in a complete labelling can be left unspecified.
The notion of UNDEC argument is also revised in [5], where the authors provide
an approach which explicitly expresses the reason why acceptability cannot be
decided: as in [17], a distinction is made between arguments we “don’t care”
about and those to whom we “do not know” what label to assign. However, no
modifications on the rules to assign IN/OUT labels are proposed. In [18], an OFF
label is introduced, alongside IN, OUT and UNDEC, to model incomplete AFs.
In such kind of AFs, part of the information can be excluded from the compu-
tational process which leads to the selection of accepted arguments. The OFF
label denotes, in particular, arguments that we do not want to consider. Four
labels are also used in [2] to define a labelling semantics that allows conflicts
among accepted arguments. In addition to the classical IN and OUT labels, the
author introduces a BOTH label for arguments which could be both accepted and
rejected, and a NONE indicating, instead, lack of information.

In this paper, we provide a unifying representation for (temporarily) excluded
arguments or for arguments we want to ignore. We use a partial labelling with
four labels to identify the possible states of arguments, namely IN for accepted,
OUT for rejected, DK for arguments we don’t know how to label, and DC for ar-
guments we don’t care about (because not adopted in an AF or just ignored by
the user). The introduced four-state labelling can be mapped with belief states
in AGM Theory [1], where accepted/rejected beliefs corresponds to IN/OUT ar-
guments, the undetermined state coincides with having assigned a DC label, and
the notion of inconsistency boils down to the DK label. Such a correspondence
allows the use of AFs as a communication mean between intelligent agents in-
volved in complex forms of interaction. In particular, acceptance states can be
used to reason about shared knowledge in order to pursue different goals. For
instance, agents involved in a debate affirm some belief and defends it from the
attacks of other parts; negotiating agents need to find a common agreement
that is beneficial to all; an agent with the goal of persuading its opponents has
to both defend its position from the attacks of the other agents and defeat all
the arguments against its proposal. Operations needed for the implementation
of such kind of interactions must be able to modify the knowledge base of the
involved agents. We also discuss how labels/states of arguments in an AFs can
be modified by using belief revision operations.

2 Argumentation Theory and Labellings

In this section we recall the formal definition of AF and the related semantic [16],
together with the notion of labelling and labelling-based semantics introduced
in the literature.

! In the original work, total labellings are called complete. Here we use a different
term in order not to raise ambiguity with the complete semantics.
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Definition 1 (Abstract Argumentation Framework). Let U be the set of
all available arguments®, which we refer to as the “universe”. An Abstract Argu-
mentation Framework is a pair (A, R) where A C U is a set of adopted arguments
and R is a binary relation on A.

Consider two arguments a, b belonging to an AF. We denote with (a,b) € R
(or simply a — b) an attack from a to b; we can also say that b is defeated by a.
We define the sets of arguments that attack (and that are attacked by) another
argument as follows.

Definition 2 (Attacks). Let (A, R) be an AF, a € A and A C A. We define
the setsat ={be Ala—b},a” ={be A|b—a}, At =U{a™ |a € A} and
A™ =U{a" | a € A}.

In order for b to be acceptable, we require that every argument that defeats
b is defeated in turn by some other argument of the AF. More formally, we have
the following definition.

Definition 3 (Acceptable argument). Given an AF (A, R), an argument
a € A is acceptable with respect to D C A if and only if Vb € A such thatb € a~
(b is attacking a) 3d € D such that d € b~ (d is attacking b) and we say that a
is defended by D.

Using the notion of defence as a criterion for distinguishing acceptable ar-
guments in the framework, one can further refine the set of selected “good”
arguments through semantics.

Definition 4 (Extension-based semantics). Let (A, R) be an AF. A set E C
A is conflict-free if and only if there are no a,b € E such that (a,b) € R. A
conflict-free subset E is then

admissible, if each a € E is defended by E;

complete, if it is admissible and Ya € A defended by E, a € E;

— stable, if EUET = A;

— preferred, if it is admissible and it is mazimal (with respect to set inclusion);
— grounded, if it is complete and it is minimal (with respect to set inclusion).

In Figure 1, we show a framework F' for which we compute the set of exten-
sions S, (F'), where o is a semantics among conflict-free, admissible, complete,
stable, preferred and grounded semantics (abbreviated with cf, adm, com, stb,
prf and gde). We have: Sq¢(F) = {{}, {a}, {b}, {c}, {d}, {a,c}, {a,d}, {b,d}},
Sadm(F) = {{}7 {CL}, {C}’ {d}7 {a7 C}, {avd}}a SCOW(F) = {{a}7 {a7 C}, {avd}}a
Sprs (F) = {{asc}. {a,d}}, Sean(F) = {{a.d}}, and Syae(F) = {{a}}.

The work in [11] introduces the notion of reinstatement labelling, partitioning
arguments of an AF into three subsets, each representing a different degree of
acceptance. Below, we report the labelling function and the characterisation for
the various semantics.

2 The set U is not present in the original definition; we introduce it to model arguments
not adopted in A, that could be added with dynamic operations [7, 8,10, 14].
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Fig. 1. Example of abstract argumentation framework.

Definition 5 (IN-OUT-UNDEC labelling for AFs [11, Definition 5]). Let
F = (A,R). An IN-OUT-UNDEC labelling L of F is a total function L : A —
{IN, oUT, UNDEC} satisfying the following rules Va € A:

— L(a) = IN <= VYbe A| (b,a) € R.L(b) = OUT and
— L(a) =0UT < e A| (bya) e RAL(b) = IN

In other words, an argument a is labelled IN when all its attackers are labelled
OUT, and it is labelled OUT when at least an IN argument attacks it. In all other
cases, a is labelled UNDEC. In Figure 2 we show an example of IN-OUT-UNDEC
labelling on an AF in which arguments a and ¢ highlighted in green are IN, red
ones (b and d) are OUT, and the the yellow argument e (that attacks itself) is
UNDEC.

-0 00O

Fig. 2. Example of IN-OUT-UNDEC labelling.

Given an IN-OUT-UNDEC labelling L, it is possible to identify a correspon-
dence between sets of IN arguments and extensions of the semantics given in
Definition 4. A labelling-based semantics [3,4] associates an AF with a subset
of all the possible labellings of a certain semantics. The labelling of Definition 5
coincides with a complete extension, while other semantics can be obtained by
introducing additional conditions [11].

The definition for an admissible labelling given in [12] allows arguments only
attacked by OUT to be left UNDEC. We show an example in Figure 3.

Definition 6 (Admissible IN-OUT-UNDEC labelling for AFs [12, Defini-
tion 4]). Let F = (A, R). An admissible IN-OUT-UNDEC labelling Logm of F' is
a total function Lagm : A — {IN, OUT, UNDEC} satisfying the following rules
Va € A:

— L(a) = IN = Vbe A| (b,a) € R.L(b) = OUT and
— L(a) =0UT < Jbe A| (bya) e RAL(b) = IN
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Different definitions of labellings, as for instance those given in [13,17], allow
accepted arguments to attack both rejected and undecided (L(a) = OUT =
Jbe A| (bya) € R AL(b) = IN). However, nothing changes in terms of exten-
sions, since the set of accepted arguments remains the same.

Fig. 3. Example of admissible IN-OUT-UNDEC labelling.

The authors of [17] propose a labelling in which arguments can be assigned
up to two labels among + and —. The combination of these labels results in four
possible acceptance states for arguments of an AF.

Definition 7 (+-— labelling for AFs [17, Definition 3]). Let F' = (A, R).
A +-— labelling M of F is a total function M : A — 215~} satisfying the
following rules Va € A:

— —€M(a) = FbeA|(ba) e RN+ € M(b)
—+ €M) = Ve A (bja) e R.— € M(b) A
Vee Al (a,c) € R.— € M(c)

SIS

Arguments only detaining a + (or —) label are accepted (rejected, respec-
tively), those with both labels are undecided, and those with no label are just
ignored. In Figure 4, grey arguments have an empty label (), while yellow ones
have both + and —.

Fig. 4. Example of +-— labelling.

Comparing this labelling with the IN-OUT-UNDEC one, we have that, for any
argument a € A, M(a) = {+} = L(a) = IN, M(a) = {-} = L(a) =
ouT and M(a) = {+,—} = L(a) = UNDEC. Since the implications only
hold for one direction, there is no correspondence between +-— labelling and
classical semantics: for instance, while arguments labelled {+} by M will always
be labelled IN by L, the vice versa is not true, meaning an argument a can exist
for which L(a) = IN and M(a) = {}. Note that, in both Definition 5 and 7, if
an accepted argument a attacks another argument b, then b must be rejected.
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To give the possibility of ignoring particular arguments without losing the
link with extension-based semantics, the authors of [18] use, instead, an OFF
label for arguments that must not be evaluated when computing acceptance (we
show in Figure 5 an example of labelling where b is an OFF argument). Only
the grounded labelling is taken into account, starting from a grounded IN-OUT-
UNDEC labelling Lg4qe, as we report in the following.

Definition 8 (Grounded IN-OUT-UNDEC-OFF labelling for AF's [18, Def-
inition 2.16]). Let F = (A, R) and G = (A", R’) with A’ C A and R’ CR. A
grounded IN-OUT-UNDEC-OFF labelling Ngyqe with respect to A’ is a total function
Nyge : A — {IN, OUT, UNDEC, OFF} such that:

— Va € A\ A'.Ny4e(a) = OFF
— Va € A .Nyge(a) = Lyae(a)

Fig. 5. Example of grounded IN-OUT-UNDEC-OFF labelling.

A different split for UNDEC arguments is proposed in [2], following the in-
tuition that any argument allowing some positive interpretation should be ac-
cepted, regardless of possible negative interpretations.

Definition 9 (IN-OUT-BOTH-NONE labelling for AFs [2, Definition 9]). Let
F = (A R) and E C A. An IN-OUT-BOTH-NONE labelling with respect to E is
a total function O : A — {IN, OUT, BOTH, NONE} satisfying Va € A:

— Op(a)=IN <= a€ENa¢ ET
Op(a) =0UT <= a¢ ENa€ ET
— Og(a) =BOTH <— a€ FNa€ E"

Op(a) =NONE <= a¢ ENa ¢ E*

Moreover, we say that Og is BOTH-free when ENET = (.

Argument a in Figure 6 is labelled NONE, while e is labelled BOTH. Defini-
tions for p-admissible and p-complete labellings are also given in [2], which are
based on Definition 9 and are used to identify paraconsistent semantics. Para-
consistent labellings describe the role of arguments in a framework, rather than
justifying their acceptability. For instance a p-admissible labelling® allows OUT
arguments to be attacked by IN and/or BOTH. According to [2, Propositions
30 and 33], a BOTH-free IN-OUT-BOTH-NONE labelling O is a p-admissible (p-
complete, respectively) labelling for F' if and only if E is an admissible (complete,
respectively) extension of F'.

3 The p- stands for paraconsistent.
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Fig. 6. Example of IN-OUT-BOTH-NONE labelling with respect to E = {b,d, e}.

3 A Unifying Four-State Labelling Semantics

The labellings discussed in the previous section have both pros and cons that
vary according to the point of view. Four-state labellings [2,17,18] are more
informative than the IN-OUT-UNDEC ome [11,12] (that does not include an
()/OFF /NONE label), but in general there is no direct connection between +-
—, IN-OUT-UNDEC-OFF, IN-OUT-BOTH-NONE labellings and extension-based se-
mantics. For instance, an IN-OUT-UNDEC-OFF labelling identifies the grounded
extension, but does not address the other semantics, while a p-admissible (p-
complete) IN-OUT-BOTH-NONE labelling corresponds to an admissible (complete)
extension only if it is BOTH-free.

On the other hand, an IN-OUT-UNDEC labelling can always be mapped into
a set of accepted arguments, but it does not allow to leave unlabelled arguments
that we do not want to consider in computing acceptability, and forces all argu-
ments that are neither IN nor OUT to be labelled UNDEC. Consequently, when
considering IN-OUT-UNDEC labellings to inspect AFs, the information brought
by the UNDEC label can be misleading. Also, since any IN-OUT-UNDEC labelling
corresponds to a complete extension, it cannot identify conflict-free sets. To over-
come these inconveniences, we propose a four-state labelling which considers not
only complete, but also admissible and conflict-free sets of arguments, and that
provides a unifying representation for the various approaches proposed in the
literature.

Definition 10 (Four-state labelling-based semantics). Let U be a universe
of arguments and F = (A, R) with A CU. A four-state labelling L* of F is a
partial* function L¥ : U — {IN, oUT, DK, DC} such that Ya € U \ A.L(a) =1.
Superscript F will be omitted when clear from the context. We say that:

— L is a conflict-free labelling when
o L(a)=IN = Vbea .L(b) # IN and
e L(a)=0UT = Fbe€a | L(b)=1IN
— L is an admissible labelling when
e L(a)=IN = Vb€ a .L(b) = OUT and
e L(a)=0UT <= Jbe€a | L(b) = IN
— L is a complete labelling when
e L(a)=IN <= VYbea .L(b) € {oUT,DC} and
o L(a)=0UT < Jbeca | L(b)=IN

4 The labelling function is not defined for not adopted arguments.
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— L is a stable labelling when

e [ is a complete labelling and

o Alpx=10
— L is a preferred labelling when

e [ is an admissible labelling and

e A |y is maximal among all the admissible labellings
— L is a grounded labelling when

e L is a complete labelling and

o A |y is minimal among all the complete labellings

We denote with L, a labelling L satisfying the above conditions for a given
semantics o, with £ the set of all possible labellings, and with £, the set of
all possible labellings satisfying conditions for . For any A C A, R C R and
! C {IN,0UT,DK,DC}, we use A ;= {a € A| L(a) €1} and R |;= {(a,b) € R |
L(a) € INL(b) € 1} to restrict to arguments and relations only involving certain
(sets of) labels.

The labelling of an AF contains information about the acceptability of the
arguments in the framework (according to the various Dung’s semantics) and
can be used by intelligent agents to represent the state of their beliefs. Each
different label can be traced to a particular meaning. For instance, DC stands
for “don’t care” [17] and identifies arguments that are not interesting for the
agents. Arguments in U \ A, that are only part of the universe, but not of the
AF, are not labelled. Accepted and rejected arguments (labelled as IN and OUT,
respectively), allow agents to discern true beliefs from the false ones. At last, DK
could be both accepted and rejected, meaning that agents cannot decide about
the acceptability of a belief (“don’t know”, indeed).

Since arguments in U \ A do not constitute an actual part of the AF, they
are not labelled, as we consider them not adopted. We, instead, label DC any
argument in A we don’t care about. Notice that arguments we do not adopt and
arguments we do not care about are very different: not adopted arguments are
involved in no attack, as they do not even belong to the considered AF; don’t
care arguments, instead, can be involved in attacks and we also consider them
for deciding the label of the attacked arguments. In particular, concerning the
complete four-state labelling, an argument a that is only attacked by ignored
arguments (labelled DC) is accepted and thus labelled IN, as happens in [18§],
providing an optimistic interpretation of the DC label®.

We now show the correspondence between four-state labellings satisfying re-
strictions given in the definition above and the extensions of a certain semantics.

Theorem 1. A four-state labelling L* of F = (A, R) is a conflict-free labelling
if and only if A |1y is a conflict-free extension of F. Moreover, L¥ is an ad-
missible (respectively complete, stable, preferred, grounded) labelling if and only
if A ly is an admissible (respectively complete, stable, preferred, grounded) ex-
tension of F' = (A d1n,our,0x, R \I/IN,OUT,DK>'

5 A pessimistic interpretation labelling as OUT arguments attacked by DC could also
be introduced.
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The four-state labelling can also be mapped into the labellings presented
in the previous section, hence providing a unifying representation for argument
states.

Theorem 2. A four-state labelling L is an IN-OUT-UNDEC labelling (see Defi-
nition 5) if and only if L is complete, A |pc= 0 and A = U, with the mapping
among labels DK = UNDEC.

Proof of Theorem 2 directly follows from Definitions 5 and 10. Moreover,
by using the conditions of Table 1, four-state labellings can be traced to stable
(respectively preferred, grounded) IN-OUT-UNDEC labellings.

Corollary 1. A four-state labelling L is a stable (preferred or grounded, respec-
tively) IN-OUT-UNDEC labelling if and only if L is stable (preferred or grounded,
respectively), A {pe= 0, A =U and A lpx= 0 (A |1y is mazimal or A |1y is
minimal, respectively), with the mapping among labels DK = UNDEC.

Corollary 1 can be proved considering that L is an IN-OUT-UNDEC labelling
(according to Theorem 2) satisfying the restrictions of Table 1 for stable (pre-
ferred or grounded, respectively) labellings. Finally, we compare four-state and
admissible IN-OUT-UNDEC labellings.

Theorem 3. A four-state labelling L is an admissible IN-OUT-UNDEC labelling
(see Definition 6) if and only if L is admissible, A {pc=0 and A =U, with the
mapping among labels DK = UNDEC.

Proof of Theorem 3 directly follows from Definitions 6 and 10. When consid-
ering +-— labelling, we have to keep in mind that none, one or two labels can
be assigned to each argument.

Theorem 4. A four-state labelling L is a +-— labelling (see Definition 7) if
and only if L is admissible and A = U, with the mapping among labels IN = +,
OUT = —, DK = {+,—} and DC = .

IN-OUT-UNDEC-OFF labellings, then, allow arguments to be excluded from
the computation of the acceptability, similarly to how not adopted arguments
can be ignored in a four-state labelling.

Theorem 5. A four-state labelling L is a grounded IN-OUT-UNDEC-OFF la-
belling with respect to A’ (see Definition 8) if and only if L is grounded, A |pc=
0, and A" =U\ A, with the mapping among labels T = OFF and DK = UNDEC.

Theorems 4 and 5 can be proved directly from Definitions 7, 8 and 10.

Notice that, in general, a direct mapping from IN-OUT-BOTH-NONE labelling
to our four-state labelling does not exist. Assume NONE = DC and BOTH =
DK, and consider the p-admissible labelling of Figure 7 (left) with respect to
E = {a,b,d}. The OUT argument c is only attacked by argument b (labelled
BOTH), and the represented labelling is not an admissible four-state labelling
since, according to Definition 10, OUT arguments must be attacked by at least



10 S. Bistarelli and C. Taticchi

one IN. A four-state labelling, then, is not guaranteed to be an admissible IN-
OUT-BOTH-NONE labelling. On the other side, the admissible four-state labelling
of Figure 7 (right) is not p-admissible, since according to [2, Definition 11] NONE
arguments cannot have an attacker labelled BOTH.

©

Fig. 7. Examples of a p-admissible labelling (on the left) and admissible four-state
labelling (on the right).

Consider now the labelling of Figure 8 (left). It is a complete four-state
labelling, but not a p-complete labelling, since the IN argument b is not attacked
by any OUT. Finally, Figure 8 (right) shows a p-complete labelling that is not
a complete four-state labelling. Indeed, the OUT argument e is not attacked by
any IN.

"1

Fig. 8. Examples of a complete four-state labelling (on the left) and a p-complete
labelling (on the right).

4 Revision of Labels in AF's

The four-state labelling introduced in the previous section share similarities with
the AGM framework [1], and in particular with the states that can be associated
to information in a knowledge base. The mapping between argument labels and
belief states allow for using argumentation semantics as a reasoning engine.
These states can be sorted according to the amount of information they hold
by using a partial order relation <g;. Starting from 1, representing the absence
from the knowledge base, and arriving to DK, which is the label with the greatest
amount of information, we have 1 <y, DC <jp IN/OUT <y DK.
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The AGM framework [1] provides an approach to the problem of revising
knowledge basis by using theories (deductively closed sets of formulae) to repre-
sent the beliefs of the agents. A formula « in a given theory can have different
statuses for an agent, according to its knowledge base K: if the agent can deduce
« from its beliefs, we say that « is accepted; if the agent can deduce the negation
of «, then we say that « is rejected; otherwise, the agent cannot deduce anything
and « is undetermined. The correspondence between accepted/rejected beliefs
and IN/OUT arguments in a labelling is straightforward. Since the undetermined
status represents the absence of a piece of information (nothing can be deduced
in favour of either accepting or rejecting a belief) it can be mapped into both the
label DC and the absence of the label itself (L(a) = 1 when a € U \ A) . Finally,
the DK label is assigned to arguments that are both IN and OUT, boiling down to
the notion of inconsistency in AGM. Arguments for which the labelling is not de-
fined (i.e., those in U \ \A), play a fundamental role in identifying new arguments
that agents can bring to the debate to defend (or strengthen) their position. The
status of a belief can be changed through some operations (namely expansion,
contraction and revision) on the knowledge base, as depicted in Figure 9.

Jo0 Undetermined
9 DC Sang,
7’ oC| 1) o
00 \
00““80“ CO""ac;,-On
Revision
- =
-—
Revision
Expap.. ot
Con, Inconsistent cot
ract;, -
Cliop, (DK) o

Fig. 9. Transitions between AGM beliefs states.

An expansion basically brings new pieces of information to the base, allowing
for undetermined belief to become either accepted or refused. A contraction,
on the contrary, reduces the information an agent can rely on in making its
deduction. A revision, then, makes acceptable belief refused and vice-versa. The
AGM framework also defines three sets of rationality postulates (one for each
operation) that any good operator should satisfy.

AGM operators provide building blocks for realizing complex interaction pro-
cesses between agents. As for knowledge basis in belief revision, AFs can undergo
changes that modify the structure of the framework itself, either integrating new
information (and so increasing the arguments and the attacks in the AF) or
discarding previously available knowledge. Agents using AFs as the mean for
exchanging and inferring information have to rely on operations able to modify
such AFs. Besides considering the mere structural changes, also modifications
on the semantics level need to be addressed by the operations executed by the
agents. In the following, we define an argument expansion operator for AFs, that
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complies with classical operators of AGM. Notice that changes to the knowledge
base we are interested in modelling are restricted to a single argument at a time,
miming the typical argument interaction in dynamic AFs. In this paper we only
provide definition and postulates for the expansion operator.

Definition 11 (Single labelling argument expansion). Let F' = (A, R) be
an AF on the universe U, o a semantics, LY a given labelling function, and
a € U an argument. A single labelling argument expansion with respect to a
labelling LY consists of a function Orr : AF xU — AF that computes a new

framework F' = F @ r a such that LE'(a) =1 LE (a).

4.1 AGM-Style Postulates

In devising our expansion operator, we reinterpret the AGM expansion opera-
tor [1]. We can prove that our operator (Definition 11) satisfies the AGM expan-
sion postulates [1]. Given two AFs F' and G with arguments on U/, a semantics
o, a labelling function L., and an argument a € U, we say that G Cf_F' when

L% (a) <y LE(a). Postulates for single labelling argument expansion can be
formulated as follows:

F&praisan AF

given F' = F &pr a, Lfl(a) kb T

given F' = F &, r a, LE (a) =1 LE (a)

if LY (a) = DK, then F Grra=F

if G ce. F', then G@Lg acCy. F@Lg a

given [ = F @©pr a, if LE(a) = 1, then Lfl(a) = IN/OUT, and if L (a) =
IN/OUT, then L' (a) = DK

S G W

5 Conclusion and Future Work

We defined a four-state labelling semantics for AF's that allows for establishing
acceptability of arguments on a finer grain with respect to other approaches
presented in the literature. We use four labels: IN, OUT, DK and DC, the last one
denoting arguments we want to ignore. We showed the connection between our
labelling and the AGM framework, introducing operators for expansion, contrac-
tion and revision of arguments states. AGM operators have already been studied
from the point of view of their implementation in work as [6, 15], especially with
regard to enforcement. However, differently from the previous literature, where
extensions are considered, we take into account single arguments.

In our setting, arguments only attacked by DC arguments are always labelled
IN. As future work, we want to consider a pessimistic interpretation for ignored
arguments: since a DC-labelled argument a could be (re)considered into the AF,
thus gaining an IN, OUT or DK label, arguments only attacked by a could be
labelled OUT in turn. We also plan to extend the four-state labelling to weighted
AFs [9].
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