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Abstract
Narratives are used to convey information and are an important way of understanding the world through
information sharing. With the increasing development in Natural Language Processing and Artificial
Intelligence, it becomes relevant to explore new techniques to extract, process, and visualize narratives.
Narrative visualization tools enable a news story reader to have a different perspective from the traditional
format, allowing it to be presented in a schematic way, using representative symbols to summarize
it. We propose a new narrative visualization approach using icons to represent important narrative
elements. The proposed visualization is integrated in Brat2Viz, a narrative annotation visualization
tool that implements a pipeline that transforms text annotations into formal representations leading
to narrative visualizations. To build the icon visualization, we present a narrative element extraction
process that uses automatic sentence extraction, automatic translation methods, and an algorithm that
determines the actors’ most adequate descriptions. Then, we introduce a method to create an icon
dictionary, with the ability to automatically search for icons. Furthermore, we present a critical analysis
and user-based evaluation of the results resorting to the responses collected in two separate surveys.
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1. Introduction

Narratives represent life events, convey information, and cultural values. Being an important
way to perceive the world through information sharing. Narrative extraction techniques are
being developed to better understand the story behind texts, for example from news articles [1]
and social media [2]. Narrative representation facilitates tasks such as reading a news article [3],
and detecting a patient’s diagnosis [4]. It is important to present narratives in new formats to
reach wider audiences, employing more appealing and expressive means of communication.
In this paper we introduce an automatic process to extract, process and present a story in a

graphical form using nearly universally understandable icons. The process starts with a text from
which the relevant narrative elements are identified and extracted. Next, an internal abstract
representation is generated and finally icons are linked to the story. The intermediate abstract
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representation we use to represent the extracted narrative elements is Discourse Representation
Structure (DRS), a formal linguistics framework for exploring meaning [5]. To generate the
final icon-based visualization we automatically link the narrative elements of news stories to
representative icons. For that we use an icon dictionary which is also automatically built and
easily expanded.
With this work, we produced a method to automatically transform a story into a graphical

representation using icons with little to none human intervention. Our contributions include: a
validated algorithm to resolve the most specific description from a set of descriptions of the same
actor/participant; a methodology to build dictionaries, not only for icons, but also for images; a
method to automatically obtain icons; a new icon-based visualization method integrated in the
pipeline, which can be seen in a vertical strip or in a slideshow.

2. Related Work

Knowledge and information visualizations are widely used in areas like education, in order to
help process, access, and handle complex knowledge and vast amounts of information [6]. The
importance and potential of storytelling has been explored for information visualization as an
efficient method of data representation, as shown by Figueiras [7] that addresses the benefits
of incorporating narrative elements in visualizations. Recent research includes: Graphical
Storytelling project1 with the generation of news comics from journalistic text; Campos et
al. [8] Time-Matters (system that scores the relevance of temporal expressions in a text); Pasquali
et al. [9] Conta-me Histórias (tool that automatically generates a temporal summarization of
news collections); and Ramesh et al. [10] text-to-image generation (DALL·E).

3. Narrative Extraction Pipeline

Our pipeline aims to transform text into an icon based representation. Our contribution focuses
on the visualization step. Brat2Viz is a narrative annotation visualization tool [11] proposed to
support the debugging of narrative annotation done with BRAT. It implements a pipeline from
annotated text to visualization, by transforming the annotation into a formal representation,
using DRS, and then, to visual representations. Brat2Viz2 has two modules: Brat2DRS creates a
DRS representation for each news story by parsing a BRAT annotated news text; and DRS2Viz
parses the DRS representation and deploys a web application with the generated visualization.

The main aim of the icon visualization is to obtain a graphic representation for each sentence
in the news story. Thus, automatic sentence extraction from the input text was added to
Brat2DRS. Given that existing icon databases are mostly in English, it was convenient to employ
automatic translation to be able to work with non English texts. For that, two automatic
translation tools were included in DRS2Viz: Hugging Face Transformers3 and Googletrans4.

1https://bbcnewslabs.co.uk/projects/graphical-storytelling/
2https://github.com/LIAAD/brat2viz
3https://github.com/huggingface/transformers
4https://pypi.org/project/googletrans/
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The narrative elements to be represented are currently the actors mentioned in the text. Since
the same actor can have different descriptions throughout the narrative (robber, assailant, man,
suspect), we devised an algorithm to resolve the most specific description of an actor. From a
set of actor descriptions, our method finds the most specific using WordNet5 similarity between
words and the super-subordinate relation (hyperonymy and hyponymy). To evaluate both
the effectiveness of the algorithm and which translation to use, 109 sets of actor descriptions
were analyzed. The resulting data comes from a manual analysis of the results obtained from
processing the actors’ descriptions using the algorithm and comparing them with the expected
descriptions. With 67.89% of well-defined actors, Googletrans was the chosen translation.

4. Linking Narrative Elements to Icons

(a) Vertical strip.

(b) Slideshow.

Figure 1: Visualization
options.

Nowwe present the icon dictionary that allows the actors’ connection
to the icons, describe the steps and implementation6 taken to reach
the icon visualization, and present the evaluation of the obtained
results.

4.1. Icon Dictionary

The Icon Dictionary allows the search for icons to use in the visualiza-
tion. The sources integrated are emojidex7, IconFinder8, Icons89,
and Icons-5010. The quality and availability of the icons in the dic-
tionary depends on its sources, being possible to add new ones. Icons
are searched by terms, adding a new icon when that term does not
yet have an icon that represents it in the dictionary. When adding
a new icon, a search is made on the available sources, with one of
the icons being saved. The search (implemented in DRS2Viz) can be
performed: semi-automatically (the user chooses the icon from the
list of results presented by the icon sources) or automatically (using
fastText embeddings to calculate the cosine similarity between the
searched term and each element of the lists returned from the icon
sources, choosing the most similar icon to the searched one).

4.2. Visualization Deployment

Two types of icon visualization were created: vertical strip (presents the full news story with
the actors represented with icons), shown in Figure 1a, and slideshow (allows user interaction
by moving to the next and previous sentences) in Figure 1b, where the news text presented

5https://wordnet.princeton.edu
6Available at: https://github.com/LIAAD/Text2Icons
7https://developer.emojidex.com/#api
8https://developer.iconfinder.com/reference/overview-1
9https://developers.icons8.com/docs/getting-started
10https://www.kaggle.com/danhendrycks/icons50
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can be translated as: “Thieves stole 500 cows from a New Zealand farm without the owner
noticing anything for weeks. The last time he counted the herd, in early July, the man had 1300
heads, but now just over 800 remain. Police are investigating the robbery but have few leads.
“Probably, they weren’t all taken at once” admit the agents, who don’t realize how the farmer
didn’t notice the robbery earlier.”.

4.3. Analysis and Evaluation

To assess if the generated visualizations represent the stories efficiently from the perspective of
a potential user, two surveys were launched: one for the ability of a set of icons to represent a
story scene; and another for the quality of the term-icon connection. We present users’ views
on the use of icons as a complement to news stories. The questions were designed to minimize
the possibility of biasing the answers towards favoring our hypotheses. The answers obtained
from the surveys were collected by a network of direct and indirect personal contacts, and by
the academic community of the University of Porto.

Visualization of News Stories To evaluate the quality of the results, participants rated from
1 to 5 how well a set of icons represented a sentence, with 149 responses collected. The survey
had 10 questions, each with a sentence, and 3 images of a generated set of icons. The average of
the participants scores was calculated, where the image with the highest score, i.e., the most
scored on average by the participants, corresponds to the one generated by the visualization
in 80% of the cases. This indicates that possible news readers or users of the tool identify the
majority of the icon visualizations generated as the most suitable, concluding that the story
representation as a whole is mostly in accordance with what users expect to see.

Term-Icon Connection To assess the quality of the term-icon connection, 291 participants
choose the best suited icon for a term in 20 questions each with: 1 term and 6 icons (one is
the most similar to the term, and the others are plausible representations). Fleiss’ kappa [12]
was calculated to understand if the answers were chosen randomly. 𝜅 = 0.3785551 is classified
as Fair agreement, according to Landis et al. [13], making the data suitable. The hit rate of
each question was calculated, where the average hit rate for each question is 53%, with 85% of
the cases falling into the first and second most voted option. Concluding that the results are
favorable, since the visualization shows icons that users identify as the most suitable.

Participants opinion The opinion of possible news readers and visualization users is crucial
to understand the scope of this work. 291 participants rated two questions from 1 to 5. One
about the usefulness in having news text accompanied by illustrative icons for themselves, and
the other, regarding another (children or people with reading difficulties). 58.4% answered with
4 and 5 (highest level of agreement) in favor of the usefulness for themselves. And with 89.7%
in options 4 and 5, we conclude that the participants’ standpoint on the usefulness for others
reflects the premise here addressed: the importance of narrative visualization.
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5. Conclusion

In this paper, we described a new narrative visualization approach, integrated in Brat2Viz, by
representing key concepts of a narrative with icons. The process to extract narrative elements is
presented: sentence extraction; automatic translation methods integration; and an actor linking
algorithm to find the most specific description of the news actors. The icon dictionary designed
as a database supports four sources, and two ways to add new icons: semi-automatically or
automatically. These steps combined result in two visualizations: vertical strip and slideshow.
Finally, the results were evaluated from potential users with positive and promising results. It
might be interesting to expand the visualization to automatically generated icons. In addition
to representing the actors, it can be useful to represent the narrative events. The algorithm also
has room for improvement when it comes to being able to handle more complex actors.
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