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Abstract 

Frail is a sub-health status, which indicates the weak and delicate status of a person. 

Also, frail is a common problem in modern society. For frail diagnosis, people should go 

to a clinic which is not convenient and especially hard for the elderly. This paper aims at 

proving the possibility of using a Doppler radar image for frail status diagnosis of the 

elderly. In this research, we ask for the help of 178 elderly for creating a dataset by 

questionnaire and taking walking action by Doppler radar. The reason for selecting the 

walking action is it is the most normal activity in daily life, and a lot of health information 

is hidden in this action. And radar image is a good method of privacy protection than the 

RGB camera. Seven machine learning methods, including the proposed Neural Network, 

are used for the frailty classification by using the walking Doppler radar images of the 

elderly. Before making a classification, image pre-processing is proposed for feature 

extraction. The pre-processing separates every Doppler radar image into four parts in the 

vertical axis and the horizontal axis, respectively. Then feature point numbers are counted 

in every separated part after binarization for creating the eight features. In binarization, 

optimized thresholds are obtained by sliding the threshold in experimentation. The 

experimental results show that, when utilizing the green channel, the proposed Neural 

Network achieved 75% prediction accuracy in frailty classification, which outperforms 

the other machine learning methods. Although the accuracy is not so high as the first 

research in this area, the possibility of frailty classification using Doppler radar images 

for elderly persons is proved. The prediction accuracy shall be increased as our future 

work. 
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1 Introduction 

Frail is a disease, including diminished motivation not attributable to a diminished level of 

consciousness, cognitive impairment, or emotional distress(Marin, 1990; RS, 1991; RS1 et al., 1991), 

which has a deep relationship with other diseases such as Parkinson’s disease, Alzheimer’s disease, 

stroke, are often happen in the elderly people and threaten their life (J et al., 2015; AM et al., 2001; JL 

et al., 2005; Caeiro et al., 2013). They also noticed that Alzheimer’s disease was found in frailty about 

half of 47% (JL et al., 29 2005). However, for frailty diagnosis, the elderly should go to a clinic that is 

not convenient and hard for them elderly. Currently, a few researchers have developed a computer 

version system to assistant the frailty diagnosis in remote operation. However, the system uses face 

images which have a problem in privacy protection. And the patients should have subjective symptoms 

for asking the doctor. Furthermore, frailty usually does not have subjective symptoms, especially be 

founded by the solitary elderly. Hence the elderly may delay the diagnosis and lost the best treatment 

period. 

As we have known, the world is facing the elderly society which a very high speed, especially in 

Japan. In Japan, the percentage of the population aged 65 and over (percentage of the elderly) is 28.1%. 

The population aged between 65 and 74 years is 13.9% and aged 75 years and over is 14.2% in 2018. 

By 2065, more than 65 years will arrive at 38.4%, more than 75 years will arrive at 25.6% (Japan, 2019). 

Hence, convenient frailty diagnosis has become much more significant than before. The convenient 

frailty diagnosis helps the elderly do the early examination and reduce the risk of health problems. This 

paper tries to use Doppler radar image(DRI) for the frailty classification of the elderly which will help 

the early access of frailty. Doppler radar images are not using face images which may protect privacy 

very well. And the Doppler radar may equip in the room and checking the frailty every day without any 

previous preparation. Unfortunately, little work is done in the area, causing no research to show which 

action is fit for frailty classification. Hence, We select the most normal activity in daily life – walking. 

This is mainly because walking has a deep relationship with a health condition. In early1984, walking 

abilities are used for clinical gait assessment in the neurologically impaired (MK et al., 1984). It is easy 

to understand the walking action has a relationship with a health condition, for example of stroke 

patients often difficult for them to control their body when walking. Late, researchers found that the 

working action linked lots of people’s health information including age (Makihara et al., 2011; Handri 

et al., 2009), chronic illness(Pitta et al., 2005; Rabinovich 51 et al., 2013; John et al., 2009). In terms of 

dataset creation, we ask the help of elderly people (more than 65 years old) for creating the Elderly 

Person Frailty Doppler Radar Image dataset (EPFDRI-dataset). Every elderly people makes a 

questionnaire for obtaining the frailty or non-frailty, and do a walking action under the Doppler radar 

and obtaining the experimental images. This paper aims to combines image processing and machine 

learning method for frailty classification by using the EPFDRI-dataset. 

A simple image processing is proposed for extracting the features from the radar images as pre-

processing. In simple image processing, a walking Doppler radar image is separated into four parts by 

the vertical axis and horizontal axis, respectively. Binarization is applied for counting the feature of 

eight parts for training and classification by machine learning. We apply three patterns for binarization, 

which includes only using the red channel, green channel, and blue channel. And the threshold of 

binarization is a slide from 100 to 220 for obtaining the optimized value. Finally, the eight feature point 

numbers are used for the frailty classification.  

In classification, this paper equips seven machine learning models, which include Support Vector 

Machine(SVM) (V., 1998), K-nearest neighbor (KNN)(S., 1992), Naive Bayes, Decision Tree(J.R., 

1886), Random Forest(L., 2001), Ensemble Model(D. and R., 1999) and a proposed Neural Network 

model for the frailty classification. This is the first paper that challenges the frailty classification by 

using Doppler radar images of walking action for the elderly, we want to prove the possibility and 

effectiveness of this frailty classification by privacy protection and convenient method. The 

contribution of this work is shown in the following: The Elderly Person Frailty Doppler Radar Image 
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dataset (EPFDRI-dataset) is the first dataset for frailty classification of the elderly in walking action. 

This research challenges to use of the Doppler radar image of walking action for frailty classification, 

which is the first privacy protection and convenient frailty classification method. 

Image processing and machine learning are firstly proposed for the frailty classification of the 

elderly. The optimization is discussed, including the threshold of binarization, color channel, and 

machine learning models. Section 1 discusses related work including frailty classification, health care 

research of walking, and Doppler radar image research in health care. Section 2 shows the dataset 

creation. Section 3 introduces the proposal and machine learning method which is used in the 

experimentation. Also, the experimentation results of the frailty classification are shown in section 4. 

Section 5 discusses the contribution and the limitation of this research and gives a summary and mention 

of future work. 

2 Creation of doppler radar frailty image dataset for frailty 

diagnosis 

For training the machine learning model and testing the accuracy of frailty classification, the Elderly 

Person Frailty Doppler Radar Image dataset (EPFDRI-dataset) is created in this research. 178 elderly 

people help us to create the dataset of DRI as participants. They also cooperate with the questionnaire 

for frailty classification previously. About the details of elderly participants, 81 people are between 65 

to 75 years old, and 98 are between 76 to 94 years old. All of the elderly are Japanese. Besides, the 

questionnaire and the answer are written in Japanese. 

 

 
Figure 1(a) is an example of a Doppler radar image with walking action, and Figure 1(b) shows the 

walking process which is taken. Figure 1(c) shows the experimental environment, the radar size is about 

53cm, and the height is 62cm, the start point is about 70cm from radar. The walking distance is 100cm. 

 

101



3 Frailty classification with machine learning 

This section proposes a frailty classification method by combining image processing and the 

machine learning method. In detail, image processing is proposed for extracting features from the 

walking radar image. And then, seven machine learning methods include the proposed Neural Network 

method are applied for classification by using the extracted features. This paper tries to prove the 

possibility of frailty classification by machine learning for the elderly. It also searches for the best 

method and the optimal parameters by experimentation. 

 

3.1 Feature Extraction 

For the reason of the first challenge, which channel in the image is important for the frailty 

classification is not proved. We focus on pixel configuration for the binarization. Here, we apply three 

kinds of binarization consists only using the red channel, green channel, and blue channel. The threshold 

is a very important parameter in binarization, which may influence classification accuracy. The 

following function shows the threshold decision, in the case of a pixel is greater than the threshold its 

value is set into 255, otherwise, the pixel value is set into 0. In this paper, the pixel is set as three kinds, 

including only using the red channel, green channel, blue channel. We slide the threshold from 50 to 

220 for selecting the best threshold. 

 

𝐵𝑖,𝑗 {
255 (𝑃𝑖,𝑗 ≥ 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑)

0 (𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒)
                       (1) 

 
After the binarization, every image is separated into four parts by the vertical axis and horizontal 

axis respectively. The white pixel number of eight parts in the binarized image is counted. Finally, the 

eight numbers are decided as a feature vector for frailty classification by the following machine learning 

methods. 

3.2 K-Nearest Neighbor 

K-nearest neighbor is the most simple traditional classifier, by calculating k closest training in the 

feature space (S., 1992). Absolute distance measuring, Euclidean distance measuring, or some other 

distance function are used for calculating the minimum distance. In this research, for classification the 

frailty and non frailty, K is defined as two. 

 

3.3 Naive Bayes 

Naive Bayes is a simple technique for constructing classifiers, Abstractly, Naive Bayes is a 

conditional probability model: given a problem instance to be classified, represented by a vector 

representing n features, it assigns to this instance probabilities p, for each of K possible outcomes or 

classes C. The problem with the above formulation is that if the number of features n is large or if a 

feature can take on a large number of values, then basing such a model on probability tables is infeasible. 

Therefore, we reformulate the model to make it more tractable. 
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3.4 Decision Tree 

A decision tree consists of a decision diagram and possible results (including resource costs and 

risks), ready to create a plan for the goal. The decision tree is a special tree structure to establish and 

reserve decisions. The decision tree is a decision support tool that uses a tree-like graph or decision 

model, including random event results, resource elderly, and future use. It is a solution. Decision tree 

in operations research, especially in decision analysis, helps to determine a strategy that can most likely 

achieve the goal. If in practice, decision-making can be adopted online without complete knowledge, a 

decision tree should be used as the best model for the model or an online selection algorithm model. 

Another use of trees is as a descriptive means of calculating condition statements. 

3.5 Random Forest 

Random forests is a combination of tree predictors such that each tree depends on the values of a 

random vector sampled independently and with the same distribution for all trees in the forest (L., 2001). 

The point is to create a group of decision trees with low correlation by using randomly sampled training 

data and randomly selected explanatory variables. First of all, m training sets are generated by the 

bootstrap method. Then, for each training set, a decision tree is constructed.  

4 Experiment and evaluation works 

178 Doppler radar images of 187 elderly people are used for the experimentation. In detail, 142 of 

them which consists of 62 frailty and 80 non-frailty are used for training, and the left 36 images which 

consist of 16 frailty and 20 non-frailty are used for testing. It has to be mentioned that each person only 

has one Doppler radar image of walking action. The programming language of Python3.7 is used for 

feature exaction and machine learning design. Anaconda is used as the standard platform. The hardware 

environment is CPU: Core i7 8th Gen, Memory: 32GB. 
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Figure 2. Experimental results of by using green channel. 

 

Figure 2 shows the frailty classification accuracy of only using the green channel. In each figure, 

the horizontal axis shows the threshold of binarization, and the vertical axis shows the accuracy of 

frailty classification. In detail, Frail-C is the correct classification rate of frailty, Frail-M is the classified 

miss rate of frailty. NonFrail-C is the correct classification rate of non-frailty, NonFrail-M is the 

classified miss-rate of non-frailty. For the limitation of the dataset, about 28.5% of testing data are 

frailty data which can be found in these figures. Seven sub-figures in Figure 2 show the frailty 

classification accuracy of six machine learning methods, respectively. 

Figure 2 shows the frailty classification accuracy of only using the green channel, the same to the 

experimental result of the red channel, SVM, Decision tree, and Random Forest cannot achieve better 

accuracy in Frail-C, and Naive Bayes cannot achieve better accuracy in NonFrail-C. 

The difference between the experimental results of the red channel is in KNN, the total accuracy 

(NonFrail-C + Frail-C) achieves more than 65% in the case of the threshold from 130 to 170, and from 

50 to 70. In NN, the total accuracy achieves more than 75% in the case of the threshold from 160 to 

200. 

Due to deep learning methods are wildly used in the field of classification, we also implement ten 

kinds of state-of-the-art models for frailty classification and test its classification performance. The 

models include LeNet (Lecun et al., 1998), AlexNet (A. et al., 2012), GoogLeNet (C. et al., 2015), 
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VGG16, VGG19 (K. and A., 2015), ResNet152V2 (He et al., 2015), Inception (C. et al., 2016), 

InceptionResNetV2 (Szegedy et al., 2016), Xception (Chollet, 2017), and MobileNet (Howard et al., 

2017). However, few models converge well, shows that the current deep learning method failed to tackle 

the frail classification by using walking Doppler radar images. 

The experimental results try to prove the effectiveness of frailty classification by using radar images 

in the walking action with the machine learning method. In terms of the feature extraction, binarization 

is applied by only using the red, green, blue channels, and the threshold is a slide from 100 to 220. The 

experimental shows that the method can not bring a good accuracy in only using the blue channel. We 

discussed five machine learning methods for the frailty classification. In conclusion, in the green 

channel, the threshold slides from 160 to 200 achieve more than 75% of accuracy. It proved that the 

effectiveness and signification of this research. Even if the accuracy should be improved in the future, 

this research gives a good signification for proving the possibility of realizing privacy protection and 

convenient Frail classification method for the elderly person. 

The limitation of this research is that the dataset is of small scale, only 178 elderly people are 

participants who help in creating the dataset. Even if it is very hard to establish the current dataset, and 

some current research only uses Dozens of participants such as paper (Happy et al., 2019) has 45 

participants, and paper (Liu et al., 2018) has 30 patients. For improving the accuracy and realizing the 

practical implementation, the dataset should be enlarged. Besides, the setting place of Doppler radar 

and the walking action is the limitation of the research. For the reason that this is our first challenge, 

the Doppler radar is set in front of the participants, and the walking action is done by order. As means 

for realizing the production and use it in daily diagnosis, these limitations should be considered. 

5 Conclusions 

This paper tries to use the walking action DRI for the classification of frailty for elderly persons. 

The walking action is the most normal activity in daily life, and radar image is a good method for 

privacy protection than the RGB camera, using walking action DRI may help us to realize a convenient 

and privacy-protected method. For the frailty classification, an image processing and machine learning 

method combined method is proposed. 178 elderly people help to create a dataset by questionnaire for 

obtaining the frailty or non-frailty, for training and testing machine learning models. Image processing 

consists of binarization, image separation, and feature pixel counting as the action of feature extraction. 

We focus on pixel configuration for the binarization and slid the threshold from 100 to 220 for obtaining 

the optimized value. Seven machine learning methods include the proposed NN method is applied for 

classification by using the extracted features. In conclusion, in the green channel, the threshold from 

160 to 200 achieve more than 75% of accuracy. It proved that the effectiveness and give a good 

signification for proving the possibility of realizing a privacy-protected and convenient frailty 

classification method for the elderly person. However, the capacity of the dataset limited the accuracy 

of our proposal, hence increasing the dataset and improving the accuracy are major works in the future. 
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