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Abstract  
An algorithm for digital processing of data of chemical reactions of liquid-phase oxidation of 

substances is developed. Such reactions make it possible to obtain valuable oxygen-

containing compounds on an industrial scale. The intelligent scheme of the algorithm is based 

on a multilayer neural network. Qualitative modeling of the influence of the primary 

concentration of reagents on the dynamics of the flow and the result of the catalysis reaction 

is carried out. The simulation results were analyzed using an artificial neural network for 

various catalysts and reagents, including cyclohexane hydroperoxide, cyclohexanol, 

cyclohexanone, acids and esters. After training, the neural network with high accuracy 

reproduces the data from a sample of experiments used during training. It also predicts the 

results of the study in extended time ranges, as well as with higher values of concentrations 

of catalytic impurities. Formulated and substantiated predictions allow experimenters to 

choose the most optimal and promising set of concentrations of active catalytic substances.  
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1. Introduction 

The study of oxidation processes using organic compounds is a complex and multifaceted 

scientific task. As a result of the oxidation reaction, many chemical compounds are formed. Therefore 

the determination of their chemical characteristics requires an analysis of the effect of different 

catalysts on the rate of formation of reaction products and the percentage of use of starting materials-

reagents. Since the starting materials can be catalysts that have already formed as a result of the 

oxidation reaction, the reaction time, the oxidation temperature, the formation of reaction products are 

often unpredictable. Various mathematical and physical mechanisms are used to process and structure 

the original data and predict the result. In this article, to solve this problem, it is suggested to use 

artificial neural networks. At present, the scope of neural networks covers many areas of science and 

technology. Widespread use of neural networks in medicine [1-4], biology [5, 6], chemistry [7], 

physics [8], energy [9], engineering [10, 11] and environmental protection has been demonstrated [12, 

13]. Machine learning is a powerful tool for solving complex multidimensional problems, where the 

answers are not obvious and cannot be determined by simple mathematical algorithms. Powerful 

artificial intelligence techniques are increasingly used to develop forecasting models in financial 

markets [14, 15], in the fields of agro-industrial casting [16], in the oil industry [17]. Neural networks 

are also used in the field of metrology, production control and logistics, quality management, ensuring 

a high level of safety and efficiency [18]. 

Most processes of liquid-phase oxidation of hydrocarbons occur in the presence of homogeneous 

catalysts, which can be salts of metals with variable valence. The influence of homogeneous catalysts 
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on the liquid-phase oxidation of organic substances is connected simultaneously with the selective 

acceleration or deceleration of individual elementary reactions, as well as with the generation of new 

sequences of chemical transformations. Variable valence metals are involved in almost all elementary 

stages of the process - nucleation, continuation, degenerate branching and chain breakage [19,20], 

which determines their influence on the speed and selectivity of the oxidation process, and 

characterizes metals such as selective catalysts of the chainless process. The chemical reaction of 

liquid-phase homogeneous-catalytic oxidation of cyclohexane with molecular oxygen is used as an 

industrial method for obtaining oxygen-containing compounds with important specific properties. 

Such compounds include, in particular, cyclohexanol and cyclohexanone, which are intermediates in 

the production of synthetic fibers - nylon and nylon 6 [21]. 

Figure 1 shows the chemical scheme of liquid-phase oxidation of cyclohexane to cyclohexanol and 

cyclohexane to cyclohexanon.  It can be seen from the scheme of cyclohexane under the action of 

catalysts and oxygen is converted into cyclohexyl hydroperoxide. As a result of the subsequent 

reaction of the mixture and the introduction of hydrogen ions into the chemical reaction leads to the 

formation of cyclohexanol (CHl) and cyclohexanone (CHn). 

 
Figure 1: Chemical scheme of liquid-phase oxidation of cyclohexane to cyclohexanol and 

cyclohexanone. 
 

The main oxidation products of cyclohexane are cyclohexyl hydroperoxide (HPCH) and adipic 

acid. At low-intensity conversions of cyclohexane, cyclohexane hydroperoxide decomposes by 

monomolecular reaction or interaction with the original hydrocarbon. Instead, studies have shown that 

with increasing conversion of the starting hydrocarbon and the appearance of a significant amount of 

oxygen-containing compounds, alternative ways of consuming cyclohexane hydroperoxide appear. 

Degenerate branching occurs due to the interaction of cyclohexane hydroperoxide with ketones, 

alcohols, or acids [22]. 

Current catalyst systems demonstrate low efficiency, which does not reduce the oxidation of 

cyclohexane at high rates of conversion of raw materials. Low conversion values have significant 

energy losses associated with the processing of excess unreacted raw materials. Increasing the 

selectivity and conversion of the process by at least 1% (abs.) can significantly reduce the cost factors 

for raw materials and energy consumed. Therefore, the topical issue is the formulation of efficient 

catalytic systems for the process of homogeneous catalytic oxidation of cyclohexane. The 

hydrocarbon oxidation reactions occur with greater selectivity by a chainless mechanism in the 

coordination sphere of a homogeneous catalyst. The use of additives of different nature (electron 

donor and electron acceptor) to cobalt naphthenate (NC) salt allows to increase the selectivity of the 

process relative to the target products and change the ratio between them in the right direction [19,22-

23], which determines the direction of further use of such additives. The article analyzes the effect of 

crown esters, which, according to literature sources, form ionic associations with metal ions and, 

accordingly, can form the dynamics of the oxidation reaction. The main oxidation products of 

cyclohexane are cyclohexyl hydroperoxide and adipic acid. At low-intensity conversions of 

cyclohexane, cyclohexane hydroperoxide decomposes by monomolecular reaction or interaction with 

the original hydrocarbon. Instead, studies have shown that with the increasing conversion of the 

starting hydrocarbon and the appearance of a significant amount of oxygen-containing compounds, 

alternative ways of consuming cyclohexane hydroperoxide appear. Degenerate branching occurs due 

to the interaction of cyclohexane hydroperoxide with ketones, alcohols, or acids [22]. 

The scientific novelty of the research lies in the fact that for the first time a specific neural network 

was used to analyze experimental data. That full-layer multilayer neural network has 3 hidden layers 
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with 20 neurons. As result the efficiency of determining the effect of crown-ester additives has 

increased significantly due to mathematical predictions of the ratio of oxidation products depending 

on the conversion of cyclohexane, temperature and the ratio of cobalt naphthenate additives. It was 

demonstrated that the value of the dependent variable can be predicted more accurately if the forecast 

takes into account only the important features and basic characteristics that provide a description of 

the chemical analysis. 

2. First level heading 

As a result of several experiments, many data related to the oxidation process of cyclohexane were 

obtained. Table 1 shows the experimental data of the oxidation of cyclohexane three T = 423K, using 

the catalyst NC and catalytic systems NC - 15-KR-5 and NC - DBKR, where K is the percentage of 

cyclohexane that reacted. 

 

Table 1  

The composition of the products of catalytic oxidation of cyclohexane. [NC]= 510-4 mol per litre, 
[NC]/[additive] = 5/1 

Additive t, К, Selectivity,%  

 min. % HPCH CHl CHn Acids Esters 

- 15 3,0 16,8 31,4 16,8 16,4 18,6 
15-KR-5 10 2,8 12,9 27,8 18,6 17,9 22,8 

DBKR 15 3,5 13,3 28,8 14,6 8,9 34,4 
- 20 6,7 6,1 36,5 21,7 15,8 19,9 

15-KR-5 20 7,9 4,3 35,7 23,0 17,2 19,8 
DBKR 25 8,0 3,8 33,4 23,8 15,5 23,5 

- 35 12,9 0,8 27,3 26,5 22,6 22,8 
15-KR-5 35 12,9 1,6 26,5 25,5 20,9 25,5 

DBKR 40 12,5 0,6 21,6 26,8 26,7 24,3 

 

As can be seen from Table 1, the change in the concentration of substances formed (as a result of 

complex oxidation reactions of cyclohexane) does not have a simple pattern of growth over time. 

Complex changes in the concentration of the obtained substances occur during changes of the other 

parameters of the experiment (catalyst concentration, or additive concentration, temperature change). 

Due to the complexity of the problem, it was decided to use the possibilities of artificial neural 

networks. 

The neural network was trained with a fragment of the received experimental data set. The inputs 

of the neural network include the initial concentration of HPCH, CHl, CHn, acids and esters (inputs 1-

5). At such inputs of the neural network, the values of the concentrations of the substances are 

obtained as a result of the reaction. The values are conveniently normalized to the maximum value of 

the concentration observed at any time in a real experiment. The sixth input of the neural network is 

the concentration of cyclohexane (the percentage of cyclohexane involved in the initial moment of the 

reaction). Inputs 7-8 were, respectively, the concentrations of impurities in the industrial catalyst of 

cobalt naphthenate (NC). Inputs 7 and 8 were fed normalized values of additives 15-KR-5 and 

DBKR, respectively. Therefore, the maximum value of additives at inputs 7-8 is 5×10-4 mol / l, which 

at the corresponding input corresponds to the value 1. Input 9 is the reaction time normalized to a 

maximum time of 100 minutes, which did not exceed the sampling time of experimental data. Finally, 

the inlet 10 inlet is the temperature at which the reaction takes place. The experimental data do not 

have a large temperature variation, so most experiments were performed at an average temperature of 

T = 413K. This value is taken as a value of 0.5, and therefore a change in temperature leads to slight 

fluctuations from this given value. In particular, the temperature T = 403K is assigned a value of 0.4 

input 10, and the temperature T = 423K - a value of 0.6 of the same input, respectively. 
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The concentration values of HPCH, CHl, CHn, acids and esters are the outputs of the system 

(outputs 1-5). These values are obtained at the end of the experiment or in the middle. Output 6 

reflects the concentration of cyclohexane, i.e. the percentage of unused cyclohexane. 

Single-layer neural networks are unable to solve this problem due to the problem of linear 

resolution. Therefore, the natural solution to this problem was the use of multilayer, fully connected 

artificial neural network. Direct propagation artificial neural network with multiple hidden layers is 

capable of recognizing dependencies of arbitrary shape. In addition, in the case of linearity of 

activation functions, the multilayer neural network can be reduced to an equivalent single-layer. 

Therefore, the formation of such structures makes sense only in the case of application of nonlinear 

activation functions in neurons. Therefore, the sigmoidal logical function was chosen [24]. as the 

most mathematically simple of the nonlinear. 

  1
1)(

 xexf      (1) 

Full-layer multilayer networks provide the ability to transfer information from each neuron in the 

previous layer to any neuron in the next. Thus, the unidirectionality of connections leads to the 

construction of exclusively hierarchical structures in which information processing is distributed by 

levels. Each level of hierarchical information processing is responsible for its layer of neurons. The 

choice of the number of hidden layers and the number of neurons in them is a problem of balance 

between the speed of learning the neural network and the complexity of the effects that can describe 

(learn) this network. In this paper, we did not research the balance between learning speed and 

sufficient system complexity. We took 3 hidden layers with 20 neurons each. This network has an 

overfitted model. However, our task is to process the experimental data and not to optimize the neural 

network for that task, and this model is overfitted to increase the experimental sample.  Training from 

precedents is based on the use of a sequence of samples that specify the desired values of the output 

vectors of the neural network for the corresponding values of the input vectors. The mechanism of 

learning with the teacher is to modify the weights of neurons. The main criterion for evaluating the 

effectiveness of training is the target function or the error of the output vector, which presents a 

functional description of the model output that coincides with the ideal for a given input sample. In 

particular, the article uses the standard deviation: 
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Where N is the number of pairs "input vector / output vector" in the training set; )()( , ii yx  the 

values of the pair "input vector / output vector"; W  is an approximating function. 

The paper uses the gradient descent method to find the minimum of the objective function. The 

idea of the gradient descent method is to sequentially change the parameters of the artificial neural 

network in the direction that reduces the objective function E. Since function E is differentiable for 

each of the parameters, it is possible to calculate the gradient vector. Moving in the direction of the 

negative gradient for each of the parameters, we find the local minima of the objective function.  

Fig. 2 presents a diagram of the algorithm for the training of artificial neural networks. In this 

system, W is the matrix weight of the artificial neural network, t is the number of the iteration step, η 

is the learning factor, ε is the definition of the change in the objective function at which the learning 

process is stopped. The gradient descent method has a high stability, which provides slight 

fluctuations of the modulus of the objective function under the condition of changing the nature of the 

input data. But the low rate of convergence necessitates a significant amount of time to train artificial 

neural network. The main parameter that affects the rate of convergence of the gradient descent 

algorithm is the training factor η. As described above, the input layer of the neural network contains 

10 input neurons. The values of the signals of the input layer are normalized to 1. The neural network 

contains 3 hidden layers, including 20 neurons. The original layer is represented by 6 neurons. Fig. 3 

presents the structure of the neutron network. The number of neurons in the layers of this neural 

network can be changed. The process of learning the neural network takes place within 1000 epochs. 
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In fig. 4. the user interface of the neural network calculation program is demonstrated. The "New 

system" button starts the process of setting up the user's new neural network. During setup, the user 

can set the number of input neurons, output neurons, and the number of neurons in each of the three 

intermediate layers. The “Set I / O”, “Save I / O”, “Set Value” and “File I / O” buttons define the 

frames - vectors of input and output neurons. The "Train" button directly starts the neural network 

learning process. The "Empty Weights" button sets for the training weight Wij starting random 

position. The "Initialize Weights" button changes the scale of training and forms a point of local 

minimum error in the system. In the upper left corner are the values of the input and output neurons in 

the current frame. 

 

 
Figure 2: Gradient descent algorithm 
 

 
Figure 3: Multilayer neural network 
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Figure 4: Graphical user interface of the neural network 

3. Measured data forecast 

The complete training process of the neural network is shown in Fig. 4. The graph of error changes 

is presented below. The dependence of the concentration of cyclohexanol formed as a result of the 

experiment is shown in fig. 5.  

 
Figure 5: Dependence Density of cyclohexanol (normalized value), which is formed during the 

reaction from the time (minutes) and temperature(0K) reaction (with no additives) 
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 According to forecasts, it will not be formed as a result of training on a sample set of experimental 

data. As can be observed from Figure 5, temperature significantly affects the rate of formation of 

cyclohexanol. If at T =4230K there is a rapid formation of increase in the cyclohexanol. After 20 

minutes of reaction, the dependence is on saturation. Decreasing the temperature significantly slows 

down the reaction rate. The amount of experimental data is modest. However, they are sufficient to 

predict these dependencies by the means of a neural network. 

By making this prediction, experimenters can focus their efforts on obtaining the most promising 

and effective control. Data obtained after the experiment should be used for extra training of the 

artificial neural network. It is clear from the fig. 6  that as a result of training the neural network 

reproduces data from a sample set of experiments with high accuracy.  

 

 

 
Figure 6: Comparison dependencies Density of cyclohexanol occasionally experimental data 

(red line) and examined (provided) neural network-blue lines (in the absence of additives). a - is the 
reaction temperature 4030K, b - is the reaction temperature 4130K, c is the reaction temperature 
4230K 

 

It predicts the result of the experiment in the time ranges when the measurements have not yet 

been carried out. 

Figures 5, 7 show that the use of additives 15-KR-5 (at a concentration of 1×10-4 mol / l.) leads to 

the more rapid formation of cyclohexanol at high temperatures. Using the same additive DBKR  (at 

the same concentration of 1×10-4 mol / l) it does not lead to a more rapid formation of cyclohexanol.  
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Figure 7: Dependence of the density of the cyclohexanol (normalized value) formed during the 
reaction on time (Minutes) and temperature (0K) reactions. a - concentration of the additive 15-KR-
5- 1x10-4 mol / l., b - concentration of the additive  DBKR – 1x10-4 mol / l 

 
 

 
 

  

Figure 8: Comparison of the dependences of cyclohexanol density on the time of experimental data 
(red lines) and predicted by the neural network-blue lines. a, c, e - concentration of the additive 15-
KR-5- 1×10-4 mol / l., b, d, f - concentration of the additive DBKR - 1×10-4 mol / l, a, b - reaction 
temperature 4030K, c, d - reaction temperature 4130K, e, f - reaction temperature 4230K 
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The increase in the concentration of formed cyclohexanol does not stop with time and continues to 

grow. As follows from Fig. 8, the introduction of different impurities in different ways affects the rate 

and concentration of cyclohexanol formation in the chemical reaction. Therefore, the trained neural 

network accurately reproduces the sample data from the experiment and predicts the result of the 

measurement in new time ranges and with new values of impurity concentrations. 

The dependence of the concentration of cyclohexanone obtained as a result of the experiment is 

presented in Fig. 9.  

 

 

 
Figure 9: Dependence of the cyclohexanone density (normalized value) formed during the 
reaction on time (Minutes) and on the temperature (0K) of the reaction. a - in the absence of 
additives , b -concentration of the additive 15-KR-5- 1x10-4 mol / l., c - concentration of the additive  
DBKR – 1x10-4 mol / l. 
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According to forecasts, it should not be formed as a result of training on a sample set of 

experimental data. According to forecasts, it will not be formed as a result of training on a sample set 

of experimental data.  

Additives used in the oxidation of cyclohexane significantly affect the course of the reaction. As 

can be observed from Figure 9, the addition of additives 15-KR-5 and DBKR leads to an increase in 

the rate and concentration of cyclohexanone as a result of oxidation of cyclohexane. However, if the 

addition of 15-KR-5 leads to an increase in the rate of increase in the concentration of cyclohexanone 

at low reaction times. The addition of DBKR makes changes in the rate of response to pain the next 

time. As in the case of the formation of cyclohexanol (Fig. 5, 7), the temperature significantly affects 

the reaction rate. Obviously, a neural network trained with a limited set of experimental data can 

expand the range of data that an experimenter can receive. Instead, it should be taken into account that 

the data predicted the neural network cannot be 100% reliable.  

4. Conclusions  

The neural network can predict data that allow to determine areas for improvement of the catalysis 

process, in particular, can allow a more dynamic process of oxidation of cyclohexane, at higher feed 

rates. The proposed approach creates additional data for preliminary analysis of the catalysis process 

and identification of its components, as well as reduces the cost of raw materials and energy. It is 

shown that only important features should be taken into account during forecasting, then the exact 

dependence of the variable is well predicted, allows to reduce the time and resources required to 

prepare experiments. It is desirable to use the neural network to expand the range of available 

calculated data based on an experiment with a limited set of data. Each subsequent experiment 

increases the range of data for the training of the neural network, which can increase the efficiency of 

the oxidation of cyclohexane. 
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