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Abstract  
The paper presents an analysis of clustering by features for time series with complex dynamics. The 

data for clustering were time-dependent chaotic realizations for different chaos regimes. They 

underlie time–series clustering carried out were on datasets of statistical indicators of time series, 

which characterize dynamics of the change in the series and the probability distribution of its 

elements. Clustering was performed using the k-means method with different sets of parameters. 

The results of the study showed a high accuracy of clustering, even for close chaotic regimes. 
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1. Introduction 

Nowadays, every minute huge information databases are created and constantly updated. A 

significant part of the data constitutes data sequences ordered in time, i.e., time series. The necessity to 

process quickly and qualitatively plenty of data requires developing new approaches utilizing artificial 

intelligence methods, particularly machine learning. Time series problems relate to non-trivial and 

complex machine learning problems. One of the problems is time series clustering. Clustering of time 

series can be used as the preliminary stage of data processing following by implementation of data 

mining methods. Also, clustering can be a separate task for analyzing time-series nature [1-4]. 

Time-series clustering is used in various research fields and technology for different purposes, such 

as partitioning information flows, detecting anomalies, comparing subsequences, indexing, etc. [5-9]. 

Currently, there are many fundamentally different approaches to clustering time series [1, 2, 10-12]. 

Among them is time series clustering by features [11,13-16]. This approach is based on deriving 

features representing nature time series and their usage in subsequent series clustering. Due to its power, 

this approach was chosen for implementation in the presented work. The paper pays special attention 

to selecting features that characterize time-series dynamics and the probability law distribution of the 

general population presented by time series. 

When clustering, one can use the following conventional algorithms: the k-means algorithm, 

hierarchical methods, density-based approaches, etc. [1,2,11,17]. One of the most popular for practice 

usage is the k-means method [17-19]. Taking into account its simplicity, clarity, and flexibility to 

various modifications, the k-means method was chosen for utilization used in the current work. An 

important issue when solving machine learning problems, such as clusterization, is the choice of data 

used to implement new approaches and algorithms. The use of simulated model data makes it possible 

to generate samples of time-dependent realizations with certain predefined properties and size. In the 

presented work, chaotic realizations are chosen as input data, which are often used as models of various 

biological and medical signals [20]. The purpose of this research is to study the clustering abilities of 

time-dependent data realizations with complex dynamics utilizing clustering by features with the ones 
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that are understandable and easily evaluable. At the same time, the features qualitatively represent the 

nature of time series. 

2. Problem statement 

We are given a time series set involving several time series classes, and the number of the classes is 

known in advance. It is required to cluster the time series. To compare the similarity of time series, we 

will use statistical characteristics of each time series. Thus, a set of characteristics is associated with 
each series. These sets of metrics will serve as inputs for clusterization. 

Problem formulation. Consider a space X  whose objects are time series ( )x t , where [0, ]t T  is 

a time interval. Let there be some sample  
1

( )
ll

i i
X x t


  from the time series space X , which needs 

to be partite, i.e. divided into disjoint subsets (clusters) ,  1, iy Y i l  , where Y  is a cluster space,  so 

that each cluster consists of similar objects with respect to certain properties. In contrast, elements of 

different clusters differ significantly. Let us move from the time series space X  to the space 
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  of the series’ features, where 1{ }  n
i im mch par , ,i mpar  is an observation of an m -th 

statistical parameter (metric) of the time series i  ( iTS ). Thus, the problem of clustering time series in 

a set 
lX , for which dynamics in time is the main feature, is reduced to clustering sets (vectors) of 

parameters forming a sample 
lCh  for which there is no dependency on time. Now, a clustering time 

series problem can be reformulated as follows: for a sample 
lCh  of parameters’ vectors and a given 

function ( , )i jpar par  of the distance between the vectors, it is necessary to find a set of clusters Y  

and  a clusterization algorithm ( , )i jpar par  such that each cluster contains objects close to each other 

in metric  , while elements of different clusters differ significantly. 

3. Clusterization: feature selection and a method 

3.1. Feature selection 

By definition, any time series is a set of time-ordered values of some variable or variables. That is 
why, on the one hand, it is possible to characterize the series by certain descriptive statistics’ indicators 

compactly. On the other hand, since observations in a time series are ordered, various specific 

characteristics concerning their dynamics can be taken into consideration. 
When considering a time series as any common sample in statistics, the probability distribution law 

plays a role in its main distinctive characteristic. Thus, theoretically, time series included in one cluster 

should have quite close probability distributions. Since probability distributions are characterized by 
type and numerical parameters, in many cases is sufficient to make a comparison of the parameters for 

establishing the difference of the distributions. These parameter estimates can be derived from samples, 

then the assumption about the probability distribution can be made based on the estimate of the 

parameters that can be obtained from the data set. After that, then the proximity of establishing the 
probability distribution will be reduced to establishing the proximity of the corresponding vectors of 

estimates of the parameters.  

Also, the presence of an internal connection between the elements in the time series makes it possible 
to obtain specific numerical characteristics of their dynamics. Based on these characteristics, it becomes 

possible to make assumptions on the nature and features of the series dynamics. Therefore, based on 

the ordering of observations in time series, it is possible to cluster time series based on the proximity of 
the dynamic indicators’ values. Naturally, a problem arises of choosing some statistical and dynamic 

quantitative indicators as samples numerical features. The ones should be understandable and easy to 

calculate while analyzing their similarity allows qualitatively distinguishing clusters for the time series 

[21-22]. Let us consider some characteristics of time series that can quantitatively characterize the 
probability distribution. 
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3.2. A probability distribution quantitative characteristic 

Let us consider a numerical characteristic of a certain random variable, which depends only on the 

its probability distribution of the random variable and completely defines its type being an identifier of 

the probability distribution type. Assuming that such a numerical characteristic exists, a statistical 
estimate of this metric will enable to determine or assess this probability distribution law type by sample 

values from the random variable population. 

Let a random variable    be represented by a sample of the length n  from the general population, 

and the value ( )R n  is its range. Then as a numerical characteristic of the probability distribution law 

type can be taken a function called the probability distribution identifier: 

 
 

2
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E R n
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   (1) 

where [ ( )]E R n  is the mathematical expectation of the range function ( )R n , [ ]Var   is the variance of 

the random variable , n  is the sample length. The expression (1) determines a functional characteristic 

of a probability distribution law type. 

For the practical application of the identifier ( )Id n  in the analysis of numerical series, its estimate  
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  (2) 

is used, where max
x  is the largest value of the time series, min

x  is its smallest value, 
2S  is the unbiased 

sample variance of the time series. 

3.2.1. The coefficient of variation 

The coefficient of variation (relative standard deviation) is the relative value of the variation measure 

that allows comparing variations of random variables with different mathematical expectations. It is 

calculated by the formula: 
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=  , (3) 

where [ ]   is a standard deviation of a random variable, and [ ]E    is its mathematical expectation. 

The estimate of the coefficient of variation of the time series is determined as follows: 

      ˆ
S

V
x

= ,                 (4) 

where S  is the unbiased sample standard deviation of random variable evaluated on a time series, x  

is the mean value of the time series. 

The coefficient of variation is one of the characteristics of the tails of the probability density 
function. Therefore it can be seen as a quantitative characteristic of the probability distribution law. 

3.2.2. The autocorrelation coefficient 

Let us consider characteristics of time series that enable quantitatively characterize the dynamics of 

change in time series. For the analysis of ordered data sets, it makes sense to use the autocorrelation 
function value, which shows the relationship between the sequences of values of the same time series 

taken with a shift in time. The normalized autocorrelation function has the form 

 
0

1 1
( ) ( ( ) )( ( ) )

(0)



   
 

T

x xK x t m x t m dt
K T



 


,  (5) 



86 

 

where T  is the time series length;   is the time shift; ( )x t  is the series value at the moment t ; ( )x t   

is the value of the series at the moment ( )X t  , xm  is the mathematical expectation. 

As an estimate of the normalized autocorrelation function of the numerical series from X  of the  

length n , the following expression can be taken: 

 1
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where  ][kr  is a sample autocorrelation coefficient with the lag for the period k ; x   is a sample mean; 

x[i]  is the value of the series at the i -th moment of time ( i -th observation); n is the number of 

observations. 

3.2.3. The number of time series inversions 

To find the number of inversions in a time series, we count how many times the inequality is 

satisfied 
i j

x x>  while i j<  in the sequence of its elements. Each such inequality is associated 

with an inversion, and their total number will be denoted as A . 

Suppose a time series has length n , and its elements are independent realization of a random 

variable. In that case, the total inversion number is also a tabulated random variable with the 
following mathematical expectation and variance: 

( 1)

4
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The number of inversions is a feature used for detecting a monotonic trend in a time series. 

Respectively, it can be used as a characteristic of the dynamics of time series. 

3.2.4. The number of series in time series  

To calculate the number of series S  of a time series, all elements of the series are assigned to 

one of disjoint classes with the help of comparison with some constant  const  serving as a threshold 

value. Namely, if 
i

x const>  then we consider the observation 
i

x  as belonging to the positive class, 

and when 
i

x const£ , then we decide that it belongs to the negative class. After that, we count the 

number of series (i.e., groups of consecutive values a positive or negative class, respectively) in the 

time series. The number of series in a sequence makes it possible to detect whether its elements are 
independent observations or the sequence such as a time series has a trend. 

Suppose the time series has length n , and its elements are independent realizations of a random 

variable. In that case, if the threshold constant is equal to the series median, the number of series S  

is a tabulated random variable with mathematical expectation and variance: 

1
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The series; number in a time series as a dynamic indicator is used when searching for a trend and 

exploring the dynamics in a time series. 

3.2.5. The turning points’ number in time series 

Let n be a sequence of observations. Now, we count the number of peaks and troughs, i.e., 

evaluate how many times the following inequalities 1 2   i i ix x x    or 1 2i i ix x x    are satisfied 

in the sequence. Each such true inequality defines a turning point. Let P  be the total number of 
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turning points in the time series. If a sequence of n  observations involves independent outcomes of a 

random variable, then the number of turning points is a random variable with the following 

mathematical expectation and variance: 

2
( 2)

3
Pm n  ,  2 16 29

90
P

n



 . 

It is known that the number P of turning points in a sequence of observations satisfying the above 

conditions approaches a normal distribution when n  tends to infinity. The number P  is normally used 

when searching for a trend. Evidently, it can be used as a numerical characteristic of the dynamics of a 
time series. 

3.3. K-means method 

The k-means method is an algorithm of Cluster Analysis, which aims, for a given 1k , to partite 

observations represented in a numerical form as vectors of 
nR  into exactly k  clusters with centroids, 

with each observation assigned to a cluster to which centroid it is closest [18,19]. 

Consider observations (1) (2) ( )( , ,..., )mx x x , 
( )i nx R . 

The k-means method divides the m  observations into k  groups ( k m )  1 2, ,..., kC C C C  based 

on a search of the centroids minimizing the total deviation of cluster points from centroids of these 

clusters. It can be formalized as follows: 

 ( )

2
( )

1
min

 

 
  

  j

i

k j
ii x C

x  , (7) 

where i  is a centroid for a cluster iC . 

From formula (7) is seen that, as a norm .‖ ‖ , not only Euclidean one can be used. Depending on 

the norm choice, different results of clusterization can be obtained. 

Consider an initial set of arbitrary k  means (centroids) in clusters 
0 0 0
1 2, ..., k     in 1 2, ,..., kC C C  . 

At the first stage, the centroids can be selected randomly or according to some rule. Among such rules 

ate choosing centroids that maximize the initial distances between the clusters. 
We assign the observations to those clusters whose centroid is closest. Each observation belongs to 

a single cluster, even if it can be assigned to two or more clusters. 

Then the centroid of each cluster is recalculated according to the following rule: 

 
( )

1 ( )1
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i

j
i

i x C

x
C

 . (8) 

Thus, the k-means algorithm recalculates the centroids at each step for each cluster obtained in the 

previous step. 

The algorithm terminates when the values 1

t ,…,
t

k  become unchangeable: 

 1, 1, t t

i i i k  , (9) 

where 
t

i  is the i-th centroid in iteration t .  

4. Input data 

In our experiment, model chaotic realizations were chosen as time series. Deterministic chaos is a 

complex form of dynamics in nonlinear systems. The behavior of such a system is unpredictable despite 
the absence of random action. It is determined by the sensitive dependence of system dynamics to tiny 

changes in initial conditions. Numerous studies justify that many real dynamic phenomena in nature 

and technology are well described by chaotic models [23-25]. In particular, many biological and 

medical realizations of signals, such as EEG and ECG, have chaotic properties. These peculiarities 
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depend on a person's physiological state, and chaotic processes can qualitatively simulate and 
explore them [26-28]. 

One well-known model example of chaotic mapping is the logistic one: 

 1 (1 )n n nx Аx x   ,  (10) 

where (0,4]A  is the bifurcation parameter, [0,1]nx  . 

Figure 1 shows the bifurcation diagram for mapping (10) for values of the parameter 

[3.43,4]A  . To construct a bifurcation diagram, on the axis Ox, the values of A  are sequentially 

set with a certain small step. Then, for each parameter value, a certain number of mapping iterations 

is conducted until the steady-state (attractor) is attained. After that, the values of x  obtained in the 

iterations are depicted on the plot. 
 

 
 

Figure 1: Bifurcation diagram for mapping (10) 
 

 It was observed that, at values of 3.569A , a chaotic regime begins and is interspersed with 

windows of regular dynamics. If the bifurcation parameter 3.9A  , the chaotic regime can be seen 

as developed. The time-dependent realizations obtained for these values of  A  are the most relevant 

for modeling physiological dynamics. Figure 2 a)-c) shows the logistic mapping implementations 

for the parameter A  values 3.9A  , 3.95A , and 4A  , respectively. 

5. Experiment description  

In this study, a numerical experiment was conducted to explore the effectiveness of applying the 
k-means method to cluster time series with chaotic dynamics. We considered the computer 

realizations of the logistic mapping (1) for different bifurcation parameter values A  for the chaotic 

regime. There were simulated the corresponding sets of time series with the same parameter A . 

These sets in the experiment played the role of clusters. Clustering was carried out by the k-means 
clustering method. The number of clusters and the lengths of time series also varied in the 

experiment. Before experimenting, the statistical properties of the features offered for inclusion into 

time-independent data set were preliminarily studied in order to select the most significant for 
comparison and partition of chaotic realizations. To better visualize and understand, only three were 

selected from the entire set of the above-listed features of the time series. They are characterized by 

the most variation of mean values and the smallest sample standard deviation for different chaotic 

regimes. In the case under consideration, these features are the values of P  (the number of turning 

points), R  (the autocorrelation coefficient with a lag 1), and Îd  (the probability distribution type 

identifier) for time series on 200  values (Tab. 1).  

For each time series, values P , R , Îd  were found, and vectors of these values were used as 

input data for clustering. The small dimension of the number of features allows visualizing the 

clustering process in 3-dimensional space. Since we generated initial data for the experiment and 

were familiar with actual parameter values A  for each time series, after clustering we identified two 
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sets of clusters: the reference one, given in advance at the generation stage and the predicted one formed 
by the clustering algorithm. In this case, accessing the performance of the clustering approach is reduced 

to determining the quality of binary classification on a set of pairs of objects (reference and obtained). 

Table 1 
The identifiers’ sample statistics 

A  
P  Îd  R  

mean std mean std mean std 

3.90 162 4.4 8.7 0.5 0.52 0.04 

3.95 155 4.4 9.4 0.5 0.33 0.05 
4.00 130 6.5 7.9 0.35 0.05 0.06 

 
a) 

 
b) 

 
c) 

Figure 2: Time-dependent realizations of mapping (10) for values {3.9, 3.95, 4}A   

Thus, we build and analyze the confusion matrix that allows calculating the accuracy of clustering 

as the ratio of the number of objects that predicted class coincides with the actual classes to the total 

number of the objects. For obtaining the accuracy correctly for each clustering case associated with the 
chaos mode and given number of clusters, the number of time series in each cluster, and the length of 
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the time series were set, then the accuracy value was evaluated for all the combinations and it was 
averaged over multiple experiments. 

6. The experiment results and discussion 

Let us outline the main results of our experiment. Figure 3 provides visualization of the k-means 

clustering for two sets of time-dependent data realizations. The first set contained 20  of them  obtained 

for the bifurcation parameter 3.9A . The second one also included 20  realizations for the value of 

4A . Typical implementations are shown in Figures 1 and 2. 

Figure 3 a) shows the clustering vectors of parameters obtained from time series with a length of 

100 . In this case, the statistical estimates of the chosen numerical features have a rather large error, 

and, as a result, several observations (and corresponding) fall into the wrong clusters. 

Figure 3 b) depicts clustering results on time series of the length 200 . In this case, the overwhelming 

number of experiments yields 100% correct partition. Only in a few experiments 1-2 time series were 

misclustered. Figure 3 c) demonstrates the results for the time series on 300  values. In this case, in all 

experiments, all the time series were clustered correctly. 

While Figure 4 illustrates data clustering with a sufficiently large variation of parameters, Figure 4 

shows the clustering results for two quite close chaotic regimes with 3.9A  and 3.95A , 

respectively. In this case, the length of time series was equal to 200 . Experiments have shown that 

even time series that are quite close under chaos parameters are still clustered with high accuracy. The 

experiments justify that the clustering quality does not depend much on the number of clusters. Figure 

5 shows clustering of time series of three chaotic regimes listed above. 
Table 2 shows values of clustering accuracy, which is calculated as a ratio of the number of objects 

of predicted clustering classes coincided with the reference clustering to the total number of clustering 

objects. 

Table 2 
Clustering Accuracy 

Time series Length Accuracy 

А1=3.9, А2=4 100 0.88 

А1=3.9, А2=4 200 0.94 
А1=3.9, А2=4 300 0.98  

А1=3.9, А2=4 500 1  

А1=3.9, А2=3.95 100 0.74 
А1=3.9, А2=3.95 200 0.92 

А1=3.9, А2=3.95 300 0.95 

А1=3.9, А2=3.95 300 0.99 

7. Conclusion 

The paper presents an approach to clustering time series based on singling out essential time free 

numerical characteristics of the series related to the data probability distribution and dynamics features. 
Then time series are treated standard numerical samples used in conventional clusterization methods. 

The approach's effectiveness is demonstrated in the computational experiment results on clustering of 

simulated time series with chaotic dynamics. As input data, we used the time-dependent realizations of 
the logistic mapping for different chaotic regimes.  

Statistical indicators of time series, which characterize probability distribution and dynamics of time 

series are easily calculated, making it possible to work with real-world dynamic data and cluster them 

in real-time. The k-means popular clusterization algorithm was chosen as a conventional clustering 
method. The study results demonstrate high accuracy of clustering for different data, including the near 

chaotic ones close. It is shown that the clustering accuracy highly depends on the length of the time 

series. The proposed approach is expedient to apply for clustering time realizations with complex 
irregular dynamics, in particular, those exhibiting chaotic behavior. Such time realizations include, for 
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example, medical and biological signals such as EEG, ECG, and others. Further research will be focused 
on applying the proposed approach to clustering real-time series. 

  

a) 

  

b) 

 

c) 
Figure 3: Clustering results for 3.9A  and 4A : a) time series length is 100; b) time series length is 
200; c) time series length is 300 
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Figure 4: Clustering results for 3.9A  and 3.95A  

 
Figure 5: Clustering for three types of chaos: 4A  , 3.9A  and 3.95A  
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