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Abstract  
The task of finding the optimal location of the logistics hub as the point closest to the given 
roads is considered in the paper. The mathematical formulation of the task is done in the form 
of finding the point that would be closest to the farthest road. The roads have been proposed 
to be represented as straight lines. The method of coordinate descent for the two-dimensional 
case has been analyzed. Based on the golden ratio method, the method for finding the optimal 
location point of the logistics hub for the two-dimensional and three-dimensional case has 
been developed. The results are generalized to the multidimensional case. It is shown that for 
the two-dimensional case the time complexity of the proposed approach is 𝑂(𝑛 · 𝑙𝑜𝑔2𝐶), for 
the m-dimensional case – 𝑂(𝑛 · 𝑙𝑜𝑔𝑚𝐶). The advantages of the developed method over the 
method of coordinate descent are theoretically shown. Numerical research has been 
performed. Advantages of the developed method over the method of ternary search are 
demonstrated. The considered task can be a subtask for larger problems, where it can be 
called repeatedly. Accordingly, its effective solution will lead to a significant acceleration of 
the search for the solution to big problems.  
 

Keywords1 
Optimization, golden ratio method, minimization of many variables functions  

1. Introduction 

The problem of placing a logistics hub is solved based on many aspects. In papers [1-3] a system 
analysis of this problem is performed. It shows a variant of systematization of economic, social, 
geographical, political, and other factors that are appropriate to consider when determining the 
coordinates for the location of the logistics hub. In [4], a multi-method approach to the 
implementation of a two-stage study in solving this problem was developed. The research includes the 
usage of multi-criteria decision theory and data mining. In this kind of research, among others, there 
is the task of finding a field position that would be optimal in the criterion of proximity to roads, 
railroad connections, ports, etc. Such a task can be reduced to the problem of finding the shortest 
distance to the straight lines and represented through optimization of a multivariable function. The 
problem of optimization of a multivariable function is the subject of many modern studies. A method 
of unconstrained global optimization is presented in [5]. The method is iterative and guaranteed to 
coincide for polynomial functions. In [6] a simultaneous perturbation method is proposed, using 
which the solution of an optimization problem is reduced only to the analysis of two dimensions, 
irrespective of its dimensionality. This simplifies the implementation and speeds up the optimization 
process. In [7-10] optimization methods based on the golden ratio method were developed. The 
methods differ in the way of step selection and computational complexity.  Optimization methods 
based on evolutionary technology are widespread [11-13]. The advantage of this class methods is the 
possibility to avoid the problem of getting into local minima. However, their use requires the 
participation of an expert analyst for setting basic parameters of the method per specific features of 
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the target function. Neural network methods in the process of solving optimization problems are 
presented in [14-16].  

Optimization problems and methods for their solution often arise in data mining tasks [17-19]. In 
them, to solve, for example, clustering problems, the target function to be optimized is constructed 
specially. Models and methods of equal and multi-criteria optimization are given in [20, 21].  

A separate group of optimization methods consists of methods developed to solve narrowly 
applied problems. Manuscript [22] describes the analysis and target programming approaches for 
solving the defense budget optimization problem. In [23], a method for optimizing the trajectory of a 
robot has been developed. The method allows determining such an optimal trajectory in a room that 
minimizes energy consumption. In [24], the task of fiber orientation optimization in composite 
structures is solved. The developed method is based on the optimized choice of discrete angles, 
allowing to avoid the multiple local minima problem. In [25], numerical optimization of current 
converter efficiency was proposed. It is shown that the results obtained by the genetic algorithm are 
close to the experimental data. The mentioned methods differ in the method of software 
implementation, simplicity of use, speed of convergence, and computational complexity. Taking into 
account the consequences of the “No Free Lunch” (NFL) theorem [26], it can be argued that it is 
impossible to construct one best method for all optimization problems, so the development of special 
methods for solving applied optimization problems is actual. 

2. Problem setting 

Consider the two-dimensional case. The roads in the task of optimal location of the logistics hub 
will be represented by straight lines. Then the task will consist in finding the point that would be 
closer to the most distant of the roads. 

Perform the mathematical formulation in this formulation as follows: let the set of lines be given 

{ | 1, }iL L i n  , each is defined by two points of the plane 1 1 2 2{( , ),( , )}i i i i iL x y x y , 1,i n , thereby 

{1,2,..., }i n  1 1 2 2( , ) ( , )i i i ix y x y . It is necessary to find such a point of the plane  
* * *( , )A x y , 2( , )x y R ,  the distance from which to the farthest line would be minimal. 

Introduce the distance function ( , ) ( , )i id x y d L A , that is equal to the euclidean distance from the 

point ( , )A x y  to the line iL , 1,i n . Then the problem of placing the logistics hub will be to find a 

point * * *( , )A x y  for which the condition was satisfied: 

2

*

1,( , )
min max ( , )i

i nA x y R
A Arg d L A


  (1) 

To solve the task, construct the equation of lines in the form: 

: 0i i i iL a x b y c   , 1,i n . 
(2) 

When calculating the coefficients , ,i i ia b c , use the equation of a line passing through two points:  

1 1
1 2 1 2

2 1 2 1

1 1 2

1 1 2

, ;

: , ;

, .

i i
i i i i

i i i i

i i i i

i i i

x x y y
if x x and y y

x x y y

L x x if x x

y y if y y

 
    


 

  



 , 1,i n . 

 
 

(3) 

Then the equation will be: 

2 1 1 2 1 1 2 1 2 1( ) ( ) ( ) ( ) 0i i i i i i i i i ix y y y x x x y y y x x         
(4) 

Therefore, 2 1i i ia y y  , 1 2i i ib x x  , 1 1 2 1 2 1( ) ( )i i i i i i ic x y y y x x    . 

To find the distance from a point ( , )A x y   to a line iL  using the rule:  

2 2
( , )

i i i

i

i i

a x b y c
d L A

a b

 



 

 
(5) 

Thus, to solve the task of finding coordinates for the location of the logistics hub, it is necessary to 
find a solution to such a task: 
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22 21, ( , )
( , ) max min

i i i

i n x y R
i i

a x b y c
f x y

a b 

 
 


 

(6) 

3. Methods and algorithms for solving the optimization task 

3.1. The general idea of subordinate descent method 

Task (6) is an optimization task for a function of many variables. The method of subordinate 
descent often used to solve it [27, 28], the algorithm of which described bbelow:  

Step 1. Determine the initial approximation 0 0 0( , )A x y . 

Step 2. Substitute 0x  in the function f  and solve the task of minimizing a function of one 

variable:  

0

0
2 21,

( , ) max min
i i i

y Ri n
i i

a x b y c
f x y

a b 

 
 


 

(7) 

Let 1 0min ( , )
y R

y Arg f x y


  і 1 0 1( , )A x y .   

Step 3. Substitute 1y  into a function f . Let's solve the problem  

1

1
2 21,

( , ) max min
i i i

y Ri n
i i

a x b y c
f x y

a b 

 
 


 

 
(8) 

Let
1 1min ( , )

x R
x Arg f x y


  and 2 1 1( , )A x y . The process iteratively continues until 1( ) ( )k kf A f A  . 

The criteria for stopping the algorithm can be: 

- 1k kA A     – the proximity of points generated in successive steps; 

- 1( ) ( )k kf A A     proximity of the values of the target function, obtained at successive steps; 

- exceeding the specified time for finding the optimal value, etc. 
The question of convergence of the method remains open.  

3.2. Development of an optimization method based on the Golden Ratio 
method 

3.2.1. Two-dimensional case 

Let's investigate how the target function (6) is represented in space. The distance function of an 

arbitrary point  (𝑥, 𝑦) to the i-th line will be a plane. And the target function will coincide then with 

one plane and then another that will intersect with the previous one. A typical view of the target 

function is shown in Figure 1. While recording the distance function from the point to the lines when 

one of the parameters x or y is fixed in the form of (7) or (8), it turns into a unimodal function. That is, 

(7) and (8) are continuous, and as the uncommitted parameter changes, they first decrease and then 

increase. This is shown schematically in Fig. 2. Therefore, let apply to find the minimum value of the 

target function an approach that uses the call of the golden ratio method in itself. Due to the specific 

features of functions (7) and (8), to find their minimum value let apply the golden ratio method for 

one-dimensional optimization. The method is applied alternately – first for (7), then for (8). Let 

propose an approach that will give a significant acceleration. For this purpose, let focus on the fact 

that the target function at each fixed value of variable x is unimodal. Therefore, the following 

modification will be quite effective: within each step for variable x, find the optimal value of the 

target function immediately and concerning variable y. This process is shown schematically in Fig. 3. 

This approach significantly accelerates the search for a solution. Because in this way the modified 

golden ratio method is run once and after its completion, the optimal solution is obtained at once. And 

the method of coordinate descent for obtaining such a result will require a considerable number of 

iterations. General schemes of methods for solving tasks are shown in Figs. 4-7. Here, the function (6) 

has been modified as follows to reduce the number of operations when calculating the function:  
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22 2 2 2 2 21, 1, ( , )
( , ) max max mini i i

i i i
i n i n x y R

i i i i i i

a b c
f x y x y a x b y c

a b a b a b  

        
  

 

 
(9) 

where 
2 2

i
i

i i

a
a

a b

 


, 
2 2

i
i

i i

b
b

a b

 


, 
2 2

i
i

i i

c
c

a b

 


. 

 
Figure 1: A typical view of the target function 

 

Figure 2: A typical form of the target function with a fixed one parameter 

 

Figure 3: To determine the required value of variable x, the golden ratio method is run each time on 
variable y, and the achieved value is an indicator of the choice of the interval narrowing value on 
variable x.  
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Algorithm for two-dimensional case: 
Step 1. Enter the number of lines N, and N pairs of points that will specify a straight line.  
Step 2. Set left (xl) and right (xr) the boundary of the interval to find the optimal value along 

the abscissa  
xl = ‒109, xr = 109. 

 Step 3. Divide the boundaries in relation to the golden ratio 

𝑥1 = 𝑥𝑟 −
𝑥𝑟−𝑥𝑙

𝜑
,     𝑥2 = 𝑥𝑙 +

𝑥𝑟−𝑥𝑙

𝜑
, 

where 𝜑 =
1+√5

2
. 

Step 4. To fix value 𝑥1. Set left (yl) and right (yr) the boundary of the interval to find the 
optimal value along the abscissa 

yl = ‒109, yr = 109. 

  Step 5. Divide the boundaries in relation to the golden ratio 

𝑦1 = 𝑦𝑟 −
𝑦𝑟−𝑦𝑙

𝜑
,       𝑦2 = 𝑦𝑙 +

𝑦𝑟−𝑦𝑙

𝜑
, 

where 𝜑 =
1+√5

2
. 

 Step 6. If the value of the objective function 𝑓(𝑥1, 𝑦1) <  𝑓(𝑥1, 𝑦2),  
   then yr =𝑦2, 
   else yl =𝑦1. 
 Крок 7. Repeat steps 5 - 6 until 

|𝑦𝑟 − 𝑦𝑙| > 𝑒𝑝𝑠,  
 where 𝑒𝑝𝑠 = 10−7. 
 Step 8. To fix the value of the objective function 𝑓1 = 𝑓(𝑥1, 𝑦𝑙). 

Step 9. To fix value 𝑥2. Set left (yl) and right (yr) the boundary of the interval to find the 
optimal value along the abscissa 

yl = ‒109, yr = 109. 

  Step 10. To divide the boundaries along the y-axis with respect to the golden ratio 

𝑦1 = 𝑦𝑟 −
𝑦𝑟−𝑦𝑙

𝜑
,    𝑦2 = 𝑦𝑙 +

𝑦𝑟−𝑦𝑙

𝜑
, 

where 𝜑 =
1+√5

2
. 

 Step 11. If the value of the objective function 𝑓(𝑥2, 𝑦1) <  𝑓(𝑥2, 𝑦2),  
   then yr =𝑦2, 
   else yl =𝑦1. 
 Step 12. Repeat steps 10 - 11 until 

|𝑦𝑟 − 𝑦𝑙| > 𝑒𝑝𝑠,  
 where 𝑒𝑝𝑠 = 10−7. 
 Step 13. To fix the value of the objective function 𝑓2 = 𝑓(𝑥2, 𝑦𝑙). 
 Step 14. If the value of the objective function 𝑓1 <  𝑓2,  
   then xr =𝑥2, 
   else xl =𝑥1. 
 Step 15. Repeat steps 3 - 14 until 

|𝑥𝑟 − 𝑥𝑙| > 𝑒𝑝𝑠,  
 where 𝑒𝑝𝑠 = 10−7.  

 Step 16. The answer will be the value on the abscissa, which is equal 𝑥∗ =
𝑥𝑙+𝑥𝑟

2
. The value 

on the y-axis 𝑦∗ is found by performing steps 4 - 7, fixing the value of 𝑥∗. Accordingly, the desired 
result will be a point (𝑥∗, 𝑦∗). 

3.2.2. The three-dimensional case 

Consider the three-dimensional case when the lines are defined in space and it is needed to find the 
location of a point from which the distance to the lines would be as small as possible. 
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Suppose, as, in the two-dimensional case, the set of lines are defined as 

1 1 1 2 2 2{( , , ),( , , )}i i i i i i iL x y z x y z , 1,i n , whereas {1,2,..., }i n  1 1 1 2 2 2( , , ) ( , , )i i i i i ix y z x y z . Then 

define the line by a system of two equations of the form: 

1 1 1 1

2 2 2 2

0
:

0

i i i i

i

i i i i

a x b y c z d
L

a x b y c z d

   


   
 

(10) 

where the parameters 
1 2 1 2 1 2 1 2, , , , , , ,i i i i i i i ia a b b c c d d  are calculated from the equations: 

1 1 1

2 1 2 1 2 1

i i i

i i i i i i

x x y y z z

x x y y z z

  
 

  
 

(11) 

The target function, in this case, would be as follows 

3

1 1 1

2 1 2 1 2 1

2 2 21, ( , , )
2 1 2 1 2 1

( , , ) max min
( ) ( ) ( )

i i i

i i i i i i

i n x y z R
i i i i i i

i j k

x x y y z z

x x y y z z
f x y z

x x y y z z 

  

  
 

    
 

 
(12) 

The ideas described above also apply to the three-dimensional case. That is, the implementation of 
the solution search would be as follows:  

Repeat the first 5 steps, as in the two-dimensional case. 
Step 6. To fix value 𝑦1. Set left (zl) and right (zr) the boundary of the interval to find the 

optimal value along the abscissa 
zl = ‒109, zr = 109. 

  Step 7. To divide the boundaries along the y-axis with respect to the golden ratio 

𝑧1 = 𝑧𝑟 −
𝑧𝑟−𝑧𝑙

𝜑
, 

𝑧2 = 𝑧𝑙 +
𝑧𝑟−𝑧𝑙

𝜑
, 

where 𝜑 =
1+√5

2
. 

 Step 8. If the value of the objective function 𝑓(𝑥1, 𝑦1, 𝑧1) <  𝑓(𝑥1, 𝑦1, 𝑧2),  
   then zr =𝑧2, 
   else zl =𝑧1. 
 Step 9. Repeat steps 7 - 8 until 

|𝑧𝑟 − 𝑧𝑙| > 𝑒𝑝𝑠,  
 where 𝑒𝑝𝑠 = 10−7. 

Step 10. To fix the value of the objective function 𝑓1 = 𝑓(𝑥1, 𝑦1, 𝑧𝑙). 
Step 11. To fix value 𝑦2. Set left (zl) and right (zr) the boundary of the interval to find the 

optimal value along the abscissa 
zl = ‒109, zr = 109. 

  Step 12. To divide the boundaries along the y-axis with respect to the golden ratio 

𝑧1 = 𝑧𝑟 −
𝑧𝑟−𝑧𝑙

𝜑
, 

𝑧2 = 𝑧𝑙 +
𝑧𝑟−𝑧𝑙

𝜑
, 

 where 𝜑 =
1+√5

2
. 

 Step 13. If the value of the objective function 𝑓(𝑥1, 𝑦2, 𝑧1) <  𝑓(𝑥1, 𝑦2, 𝑧2),  
   then zr =𝑧2, 
   else zl =𝑧1. 
 Step 14. Repeat steps 12 – 13 until 

|𝑧𝑟 − 𝑧𝑙| > 𝑒𝑝𝑠,  
 where 𝑒𝑝𝑠 = 10−7. 
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 Step 15. To fix the value of the objective function 𝑓2 = 𝑓(𝑥1, 𝑦2, 𝑧𝑙). 
 Step 16. If the value of the objective function 𝑓1 <  𝑓2,  
   then yr =𝑦2, 
   else yl =𝑦1. 
 Step 17. Repeat steps 6 – 16 until 

|𝑦𝑟 − 𝑦𝑙| > 𝑒𝑝𝑠,  
 where 𝑒𝑝𝑠 = 10−7. 
 Step 18. To fix the value of the objective function 𝑓3 = 𝑓(𝑥1, 𝑦𝑙, 𝑧𝑙). 

Step 19. To fix the value 𝑥2. Follow steps 6 - 18 for it.  
Step 20. To fix the value of the objective function 𝑓4 = 𝑓(𝑥2, 𝑦𝑙, 𝑧𝑙). 

 Step 21. If the value of the objective function 𝑓3 <  𝑓4,  
   then xr =𝑥2, 
   else xl =𝑥1. 
 Step 22. Repeat steps 3 - 21 until  

|𝑥𝑟 − 𝑥𝑙| > 𝑒𝑝𝑠,  
 where 𝑒𝑝𝑠 = 10−7.  

Step 23. The answer will be the value 𝑥∗ =
𝑥𝑙+𝑥𝑟

2
. Find values 𝑦∗ and 𝑧∗ by following steps 6 

– 16. Accordingly, the desired result will be a point (𝑥∗, 𝑦∗, 𝑧∗). 
The time complexity of the algorithm for the three-dimensional case will be equal to  

𝑂(𝑛 · 𝑙𝑜𝑔3𝐶), where C is a parameter that depends on the search range and accuracy. The cube of 
operations logarithm arises because the search for the optimal value for x by the golden ratio method 
uses the search for the optimal value for y, which in turn causes the search for the optimal value for z. 
If the optimization is performed by the method of coordinate descent, the time complexity is equal to  
𝑂(𝑀 ∙ 𝑛 · 𝑙𝑜𝑔𝐶), where M is the number of iterations. As practice shows, the value of M is significantly 

greater than 𝑙𝑜𝑔2𝐶.  

3.2.3. Generalization of the method 

Consider the m-dimensional case where the lines are given in m-dimensional space and it is needed 
to find the location of a point from which the distance to the lines would be as small as possible. The 
target function, in this case, will be as presented below: 

1 21, ( , ,..., )
max ( , ) min

m
m

i
i n A x x x R

d L A
 

  
(13) 

The ideas and implementation for the m-dimensional case will be similar to the above. 
The advantage of the proposed approach becomes extremely significant. The time complexity of 

the proposed approach for the m-measure case will be 𝑂(𝑛 · 𝑙𝑜𝑔𝑚𝐶), where C is a parameter 
depending on search range and accuracy. The solution by the method of coordinate descent will 

require such a number of iterations, which far exceeds the value of 𝑙𝑜𝑔𝑚−1𝐶. This indicates that the 
method of coordinate descent is significantly inferior to the proposed approach 

4. Numerical Research and discussion 

For the two-dimensional case, the time complexity of the proposed approach is 𝑂(𝑛 · 𝑙𝑜𝑔2𝐶), 
where C is a parameter that depends on the search range and accuracy. The square of operations arises 
from the fact that one golden ratio method is used in another. Let also compare the golden ratio 
method with the ternary search method. The ternary search will be used the same way as it was 
proposed in the case of the golden ratio method. That is, it will internally call itself.  

The ternary search method is easily derived from the golden ratio method by simply replacing the 
coefficients 0.38 by 1/3, and 0.62 by 2/3. Codeforces measured the solution time for both of these 
methods when the dimensionality of this problem is larger and will go from 10000 to 100000 in steps 
of 10000. As can be seen from Figure 9, there is a linear dependence of the execution time of the 
considered methods on the dimensionality of the problem. The ternary search method requires about 
40% more time than the golden ratio method to find the solution to the problem in question. Another 
important indicator is that the number of iterations of the golden ratio method to determine the desired 
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value of the variable x in the range  [−109, 109] will be 74, and for the ternary search method – 87, if 
the accuracy of 10-6 is required. 

 

Figure 4: Plots of the execution time of ternary search and the golden ratio method depending on 
the dimensionality of the task 

5. Conclusions 

The study is devoted to the method development for determining the point for the optimal location 
of the logistics hub. The mathematical formulation of the task for the two-dimensional, three-
dimensional and multidimensional cases in the form of the optimization task of the several variables 
function was carried out. A method for solving the task based on the golden ratio method has been 
developed. The peculiarity of the proposed method is the nesting of the golden ratio method "in itself" 
that allows reducing the considerably computational complexity of the algorithm. 

A comparative analysis is carried out and the advantages of the developed method with the method 
of coordinate descent and search are shown. The considered problem can be a subtask for larger tasks, 
where it can be called repeatedly. Accordingly, its effective solution will lead to a significant 
acceleration of the search for the solution of larger tasks as well.  
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