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Abstract  
In order to solve the scientific problem of improving the efficiency of anomaly detection in 

computer systems, the manifestations of which are due to the effects of malicious software and 

computer attacks, a method and distributed anomaly detection systems were developed based 

on synthesis of self-organization and centralization principles. The results are the basis for 

creating distributed systems to detect computer attacks and malware. Also, they can be used to 

create such a class of intrusion detection system as a honeynet. 

As a result, the peculiarities of anomaly manifestation in computer systems under the 

conditions of malicious software operation and computer attacks in local computer networks 

are studied and modern methods of anomaly detection, their features and methods of creation 

and architecture of distributed systems are analyzed. The architecture model of the distributed 

anomaly detection system in computer systems has been improved, which synthesizes the 

requirements of distribution, centralization and self-organization, to create distributed systems 

and their components, which will operate under the leadership of one center distributed 

between different components and decide independently. the presence of an anomaly. To 

ensure the integrity of the distributed system, a method was developed to maintain the integrity 

of the self-organized distributed system to detect anomalies in computer systems, based on 

which the system could change its architecture without user intervention, and determine 

strategies for further work. To detect computer attacks and malware, the method of centralized 

detection of distributed anomalies by the main components search algorithm has been 

improved to reduce the dimensionality from the moment of receiving and sending data to the 

decision center of the system. The results were implemented in the appropriate software, with 

which detection experiments were conducted, which showed improved reliability in the 

detection of computer attacks and malicious software. 
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1. Introduction 

An important area that requires the development of methods and means of combating malicious 

activity is the area related to the functioning of computer networks, because they are used in almost all 

enterprises, organizations and institutions. Problems with their operation caused by malicious software 

and computer attacks, and even worse, by concealing the presence of an attacker, can lead to financial 

losses for businesses, organizations and institutions. Investigations of malicious manifestations in 

corporate and local networks can be conducted using the apparatus of mathematical statistics. 

Corporate and local networks of enterprises, organizations and institutions can have a large number 

of computers and to study the processes that take place in them, including malicious, you need effective 
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methods and appropriate means of processing the received data about events. The effectiveness of 

combating malicious manifestations is achieved through a comprehensive approach focused on the 

integration of detection methods and systems in which they are implemented. For attackers, such 

approaches significantly complicate the achievement of effectiveness. In general, the appearance in 

computers or computer systems and networks of malicious software or computer attacks, possibly 

malicious actions of users, in addition to the direct occurrence of technical malfunctions of hardware 

devices, exhausts many objects that can attract attention by their unusual behavior. Event processing 

requires a distributed system that collects and processes data and outputs detection results. Given the 

need to process data quickly and without human intervention, such a distributed system should be self-

organizing. 

The paper proposes the use of self-organized distributed systems, developed according to the 

principles of centralization and self-organization, to detect anomalies in computer systems. 

2. Analysis of known solutions 

Many researchers are paying attention to the study of anomalies in computer systems to detect 

malware and computer attacks. They have developed many different detection methods [1-9]. In order 

to develop new or improve known solutions to detect anomalies in the COP, it is necessary to establish 

the advantages and disadvantages of known developed methods. Identifying unsolved subtasks that 

affect the achievement of an effective detection result and strategies to address some of the 

shortcomings of known methods will increase the reliability and improve the efficiency of detection. 

Consider the known methods of detecting malicious software and computer attacks in the COP, which 

are based on the establishment of abnormal states. We will consider those of them that are proposed by 

well-known researchers in this field. [1] presents an in-depth analysis of four main categories of 

anomaly detection methods, which include classification, statistics, information theory, and clustering. 

The focus is on research problems with datasets used to detect network intrusions. The results of the 

study make it possible to link classification, statistical data processing and clustering with the scientific 

task in terms of developing applied methods for processing input data in order to detect network 

anomalies. The problem of matching low-dimensional multidimensional objects to high-dimensional 

data is considered in [2] both from a theoretical and computational point of view. As datasets become 

more heterogeneous and complex, the spaces used to approximate them need to become more 

heterogeneous. This paper reflects the results of work with transitions to the changed bases, which is 

relevant in terms of the task of detecting anomalies and reducing the dimensionality of the data. Also, 

the computational complexity of such transformations is analyzed to estimate the required computing 

resources. With the spread of the Internet of Things through wireless sensor networks, a huge amount 

of sensor data is generated at unprecedented speeds, leading to a very large amount of explicit or implicit 

information [3]. When analyzing such sensor data, it is especially important to accurately and efficiently 

detect not only individual abnormal behaviors, but also abnormal events (ie behavioral patterns). 

However, most previous work has focused only on detecting anomalies, while ignoring the relationship 

between them. Even in approaches that take into account the correlation between anomalies, most 

ignore the fact that the anomaly in the state of these sensors changes over time. This paper [3] proposes 

an uncontrolled method of detecting context anomalies on the Internet of Things using wireless sensor 

networks, which takes into account both the status of a dynamic anomaly and the correlation between 

anomalies based on context in their spatial and temporal neighbors. Also, the efficiency of the proposed 

method in the model of anomaly detection is investigated. The introduction of information about 

anomalies and abnormal manifestations is important from the point of view of taking into account the 

dynamics of data acquisition. In [4], the process of detecting unexpected elements or events in data sets 

that differ from the norm is considered as a search for anomalies. Unlike standard classification 

problems, anomaly detection is often applied to unlabeled data, taking into account only the internal 

structure of the data set. This problem is known as uncontrolled anomaly detection and is addressed in 

many practical applications, such as network intrusion detection, fraud detection, and biology and 

medicine. This paper presents the results of the evaluation of 19 different anomaly detection algorithms 

on 10 different datasets from several application domains. The work is important for research on the 

uncontrolled detection of anomalies. 



Detecting and processing anomalies for real-time big data is a challenge. The amount and speed of 

data in many systems complicates typical algorithms for scaling and saving their characteristics in real 

time [5]. The prevalence of data combined with the problem that many existing algorithms consider 

only the content of the data source and not the content. The solutions proposed in the paper determine 

the context of anomaly detection. It consists of two different steps: content discovery and context 

discovery. A content detector is used to detect anomalies in real time. The context detector is used to 

truncate the results of the content detector, detecting those anomalies that are considered both semantic 

and contextually abnormal. The context detector uses the concept of profiles, which are groups of 

similarly grouped data points generated by a multidimensional clustering algorithm. The study was 

evaluated on the basis of experiments conducted for two real data sets of sensors. The results of this 

work [5] are important in the context of the importance of sensor content processing. In [6], a gradual 

method of uncontrolled anomaly detection is proposed, which allows to quickly analyze and process 

big data in real time. Evaluation of the data set during the experiment shows that the method converges 

with its stand-alone counterpart for infinitely increasing data streams. In [7], the known solutions for 

detecting anomalies are analyzed, especially for data with large sizes and mixed types, where the 

detection of anomalous patterns or behaviors is a non-trivial work. As a result, the importance of this 

work in the study of known approaches and their comparison, which will take into account these results 

when choosing promising solutions. The paper [8] focuses on the early detection of unexpected 

observations in the physical infrastructure, which is of great importance to prevent system failure and 

further losses. However, modern techniques for detecting anomalies in the existing infrastructure 

monitoring platform mainly depend on the fixed threshold method. The obvious disadvantage of this 

method is that it usually leads to a high level of error detection. In this study, an approach to the 

detection of statistical anomalies was introduced to the monitoring of physical infrastructure. The paper 

considers three important types of anomalies found on the infrastructure monitoring platform, namely 

naive point anomalies, contextual point anomalies and level shifts. The paper proposes to use a 

developed method based on the Gaussian model to detect these three anomalies. Whereas the proposed 

method can effectively detect only naive point anomalies; an improved approach is proposed, which 

combines the results of statistical tests on the initial and excellent monitoring data. The results of the 

proposed methods on the real data set are evaluated. The results show that an optimized approach to 

detecting anomalies has good accuracy and can significantly reduce the rate of incorrect detection. The 

obtained results give an understanding of the treatment of three types of anomalies. One of the current 

problems in detecting anomalies is the ability to detect and distinguish between both point and collective 

anomalies within a sequence of data or time series [9]. Authors in [9] developed a method and tools to 

provide users with a choice of anomaly detection methods, and, in particular, provides the 

implementation of the recently proposed family of anomaly detection algorithms. The article [9] 

describes the implemented methods, as well as their application to the simulated data, as well as real 

examples of data contained in the package. The division into point and collective anomalies, as well as 

methods of their detection is important in the development of methodology for detecting anomalies. 

Building distributed systems in local computer networks, along with developing new methods or 

improving known ones to detect anomalies, is important because the efficiency of their operation 

depends on the efficiency of detecting anomalies and responding to them. In addition, effective 

integration in the implementation of the anomaly detection method into a distributed system can 

improve the overall efficiency of anomaly detection and response. Consider the known methods related 

to the design of distributed systems and optimization strategies to improve their efficiency. For 

distributed systems, the cost of communication is the most commonly used metric to assess the 

efficiency of operations in distributed algorithms for messaging environments [10]. The constant 

assumption is that the cost of calculations in the components is insignificant compared to the cost of 

communication. However, in many cases, the implementation of operations rely on complex 

calculations that should not be ignored. Therefore, a more accurate assessment of performance should 

take into account both computational costs and communication costs. [10] focuses on the efficiency of 

read and write operations in atomic shared memory read / write emulations in an asynchronous 

environment that transmits a fault-prone message. The paper develops and proposes a new computable 

predicate and an algorithm for its calculation for linear time. The results published in [10] give a new 

meaning to the term velocity, evaluating both the relationship and the efficiency of calculations of each 

operation and are important for building distributed systems in terms of organizing communication 



between components and calculations in them. In [11] the efficiency of poorly coordinated but fast-

responding distributed data warehouses is analyzed. The relevance of this area is justified by the 

problems associated with consistency between the development of complex applications and obtaining 

only weak guarantees of consistency in data warehouses. The coherence compromise aims to achieve 

both strong coherence and low delays in the general case. In distributed storage systems, the general 

concept of almost strong consistency in terms of developing fast-reading algorithms has been studied 

in [11], while guaranteeing probabilistic atomicity with a clearly limited number of records at a time. 

A common case of this problem is when multiple clients can write data to distributed repositories. An 

important indicator in this case is the data obsolescence limit and the probability of atomicity violation, 

decomposing inconsistent readings into read inversion and write inversion patterns. The result of this 

work is important for the organization of distributed data warehouses and coordination of information 

in them according to the criterion of relevance. [12] presents a distributed system for managing very 

large amounts of structured data distributed on many product servers, while providing highly available 

services without any point of failure. This system can run on infrastructure with hundreds of nodes 

distributed across different data centers. It does not support a complete relational data model, but 

provides customers with a simple data model that supports dynamic control over data placement and 

formatting. 

In [13] the created optimal communication protocols in three scenarios are presented, which is 

important for maintaining the integrity of the distributed system. The problem of complexity in the 

organization of communication in search of approximate maximum agreement in the multilateral model 

of messaging is relevant [14]. The problem of maximum agreement is one of the most fundamental 

combinatorial problems of a graph with various programs, and the authors' work in [14] is devoted to 

solving the problem of estimating its complexity. The work [15], which plays a central role in 

distributed computing, is devoted to the problems of identifying network structures and their topologies. 

In [16] various settings of distributed calculations and corresponding methods for them are investigated. 

In [17], the computational power of population protocols for some unreliable or weaker interaction 

models was investigated. This is necessary to organize the maintenance of the integrity of distributed 

systems. For many years, an elegant, computation-based hierarchy of consensus has been the best 

explanation for the relative strength of different objects. Because true multiprocessors allow you to 

apply the various instructions they support to any memory location, the ability to combine instructions 

supported by different objects rather than looking at a collection of different objects is important. This 

paper proposes a classification of the relative power of multiprocessor synchronization instruction sets 

based on the complexity covered by the minimum number of unlimited memory slots required to resolve 

a seamless consensus using different instruction sets [18]. Studies in [19] are devoted to the study of 

the complexity of reporting implicit leader elections in synchronous distributed networks with a 

diameter of two [19]. The results characterize the complexity of reporting the leader's election on the 

diameter of the graph [19]. In [20] the problems of planning in the data flow model of distributed 

transaction memory are considered. Objects shared by transactions are moved from one network node 

to another following network paths. The authors investigated how the transfer of objects in the network 

affects the completion time of all transactions and the total cost of communication. The authors have 

developed scheduling algorithms that work almost optimally and are time-efficient for communication. 

In [21] a communication model is considered, in which in each round each agent extracts information 

from several randomly selected agents. Thus, the aim is to determine the smallest amount of information 

found in each interaction (message size), which, however, allows you to efficiently and reliably 

calculate the main tasks of information dissemination. The developed protocol uses only 3 bits per 

interaction. [22] proposes a new technique of functionally distributed malware that dynamically 

distributes its functions among many software components to bypass various security mechanisms, such 

as whitelisting and detecting antivirus behavior. To evaluate this approach, the authors have 

implemented a tool that automatically generates such instances of malicious software, and conducted a 

series of experiments that show the risks. Detect targeted malware with antivirus, IDS, IPS and special 

detection tools is quite difficult [23]. The authors compare different machine learning methods used to 

analyze malware, focusing on static analysis. In [24], the authors develop a formal system of passive 

testing of software systems, where the parties communicate asynchronously. In [25-29], the authors 

also investigate protocols for distributed systems. 



3. Architecture of a self-organized distributed anomaly detection system in 
computer systems 

Detection of anomalies in computer systems caused by malicious software or as a result of computer 

attacks requires not only effective methods that will establish the presence of malicious anomalies with 

a high degree of reliability, but equally important is the system in which the implemented methods. 

The requirements for the system to be implemented must be set in such a way that in the future, such 

a system can maintain its performance in the event of malicious software or as a result of computer 

attacks. If the system in the conditions of malicious manifestations will not be able to maintain its 

efficiency, then the methods that are embedded in it to detect anomalies will not be applicable. 

Therefore, the requirements for the system of such purpose should be formed taking into account not 

only the specifics of application, but also taking into account the operating environment in which, for 

example, malicious manifestations will take place. 

The system of detecting anomalies in computer systems to realize the possibility of attracting 

information from different computer stations connected to the local network must have a distributed 

architecture, because in this case it will be able to take advantage of attracting more computing power 

by combining computing resources of all computer stations in which its components are installed, 

compared to malicious manifestations that may occur or be carried out in one or more nodes in the 

network. Distribution in its network architecture in computer stations provides advantages over 

malicious software or computer attacks on computer systems on the network due to the ability to 

primarily ensure the functioning of components in network nodes that are not attacked or affected by 

malicious software , and therefore may be involved in the detection process, even if part of the system 

is lost due to the removal of its components from a safe state due to loss of control over nodes in the 

network due to malware or due to a successful computer attack. But the distribution of system 

components between different computer stations in the system architecture has a drawback, which is 

primarily related to the time spent on data collected for processing to the decision center or centers, and 

then return the results in the form of a decision on further actions of system components. Building an 

appropriate system architecture that takes into account the balance of advantages and disadvantages of 

such an architecture and the impact on its components of malicious software or computer attacks is an 

urgent scientific task. 

The method of organizing the interaction of system components is important for the rapid interaction 

of system components, as well as the optimization of connections between parts of the system in the 

process of rapid response to abnormal manifestations. If the events took place within one computer 

station, then the decision on the presence of abnormal manifestations would be made directly in it 

according to a certain implemented method in the system, which is located in the computer station and 

with other nodes in the network has no communication. relating to the detection of anomalies. But in 

such a host case there is no guarantee that the time of processing events, establishing the fact of 

abnormal manifestations will be significantly less or less than the time spent on communication and 

sending messages between components of the distributed system, provided that the effectiveness of 

methods implemented in it, and interactions between its components may be faster when processing 

events associated with abnormal manifestations. Thus, the detection of anomalies by individual host 

systems in individual computer stations compared to the detection of distributed systems at many nodes 

in the network over time can be different, in particular, both larger and smaller. In addition, the host 

system in a computer station may not be able to cope with malicious manifestations on its own, and its 

work on detecting malicious manifestations can be significantly delayed. 

We will choose the type of network system from the considered and analyzed one, which will include 

the need to solve problems of detecting anomalies in the network and in each computer station 

connected to the network. The choice of this type of anomaly detection system based on research 

conducted from sources [3-7] will allow to detect anomalies and means of the host part of the system 

with full functionality and involvement of the network part of the system, which will provide additional 

computing power and implemented methods. This choice of the direction of the anomaly detection 

system to the nodes in the network and the network itself will determine its appropriate architecture, a 

feature of which will be the distribution in the network. The location of such a system will choose the 

local network. Scaling of the distributed system of detection of anomalies in the corporate network, if 



necessary, can be carried out within its individual segments of local networks not only independently 

of each other, but also integrated. The need to localize the location of the distributed system is justified 

by the fact that information about network nodes is known to the administrator and can be taken into 

account in the architecture of the distributed system when configuring it during installation. 

Localization of the location of the distributed system allows to gain an advantage over malicious 

manifestations in individual computer stations not only by attracting more computing power, but also 

by deciding on the presence of an anomaly not directly in the attacked computer station, but in a separate 

center, which significantly increases confidence in the result. 

Decision-making by the anomaly detection system should be carried out either in one center or in 

distributed centers at different levels of the hierarchy. If decision-making will take place only in one 

center, then all the information should be sent to him, waiting for processing, decision-making and 

sending it to other components of the system for further action. All this can significantly slow down the 

system as a whole, if the center accumulates many tasks from different components of the system, and 

can lead to loss of relevance of the decision, because processes in the network and its individual nodes 

are fast and therefore require dynamic response. Determining the place of decision-making on issues 

related to the operation of the system or the results of processing events in the network and its nodes 

using the methods implemented in the system should be divided according to their importance and 

attribution to part of the system or the whole system. The best solution in this case would be a decision 

where the decision-making center would be closest to the part of the system that needs it. In this case, 

the decision-making center should be distributed between the levels in the system components. To 

achieve this, it is necessary to build hierarchical levels in the architecture of the system. Although 

components at different levels may communicate with each other, at each level of the hierarchy there 

will be decision-making centers that will be able to make decisions only on certain clearly defined 

issues according to the initial data collected from the system components. But not always clearly defined 

functions, such as responding to established abnormalities, can only be attributed to the decision-

making center, which is in the lower level of the hierarchy. Such responses to abnormalities should be 

coordinated either from the beginning or after the initial response by the main decision-making center 

of the whole system. Also, other decision-making centers should also be promptly informed about the 

establishment of abnormal manifestations in a particular network node. Thus, the correct distribution in 

the system of decision-making centers will determine its effectiveness and the ability to respond quickly 

to detected abnormalities. 

Self-organization as a characteristic feature of the designed anomaly detection system is necessary, 

because events in computer systems occur very quickly and the response to them should be such that 

the result of processing and decision-making was relevant, not late. Although it may be delayed and 

taken into account, it is often necessary to respond quickly to the effects of malware and computer 

attacks. If the proposed outcome of event processing to identify anomalies for final decision-making in 

each network node in which system components are installed relied solely on the system administrator 

or cybersecurity specialist, then most events would be processed with significant delay. Such 

involvement in the decision-making of the network system administrator or cybersecurity specialist 

may be required at the stage of analysis of the log of detected anomalous events, registered by the 

system and its decisions. But efficiency in decision-making is best placed on the system, so it should 

be based on the ability to self-organize to determine their next steps. In general, such a characteristic 

feature of the system as self-organization may include mechanisms not only to determine the next steps, 

but also mechanisms for dynamic restructuring of its architecture depending on the effects of malicious 

software, computer attacks and the results of processed events to detect anomalies. Self-organization of 

the system at the level of mechanisms and functions embedded in the system can be realized as part of 

the main decision-making center, ie the part of the center that is at the top level of the hierarchy. 

Given such characteristic properties and features of the designed system as self-organization and 

distribution, it is necessary to address the issue of dynamic formation of the system from the available 

active components for some time. This should be designed accordingly, both in the case of initial 

formation and in the case of long-term use of the system and changes in its architecture depending on 

changes in its active components and response to abnormalities. 

The specifics of the design system to detect anomalies in computer systems are related to the 

destructive effects of malicious software and computer attacks, and these destructive effects may affect 

the operation of the designed system to disable it or its components or distort the transmitted data 



between system components. The difficulty of detecting computer systems protection by an attacker is, 

in particular, the lack of information about the means of protection of attacked systems. This allows 

effective protection and detection of abnormal manifestations of such systems without loss of 

appropriate functionality to detect anomalies or part of the functionality. Given the design of the system 

as distributed in the nodes of the network, it becomes important to organize the proper interaction of 

the components of the designed system based on a new network protocol or improvement of existing, 

but which would take into account the specifics of tasks and complicated by malware or which will 

exchange information between system components. The protocol that will regulate the exchange of 

messages between the components of the designed system should have additional elements to confirm 

the receipt of the message, take into account the dynamic formation of the system from its components 

at different times, avoid blocking the system component in case of message delay. That is, the 

requirements for the protocol of information exchange between system components must be different 

than those known, for example, IRC. Such a protocol requirement is also required to maintain the 

integrity of the designed system. 

The architecture of the designed system in the process of its operation should be dynamically formed 

from the mandatory component, in which part of the center of the upper level of the hierarchy, and part 

of the system components, not necessarily all components. It is not necessary that all components of 

the designed system in the process of its operation are available and active. Some of them may be in 

disconnected computer stations or during the operation of the system, some of the computer stations 

with its components users will turn off. In this case, the system must continue to perform its functions. 

The operation of the host components of the system separately in the absence of the system center 

and their full-fledged actions to detect abnormalities by means of implemented functions must be 

maintained, as the center may be temporarily unavailable and then the whole system can not resist 

malware and computer attacks. In such cases, it is important to implement a horizontal interface 

between the components of the lower hierarchical system. This would make it possible to more 

effectively combat malicious acts in the absence of the center. For the organization of such interaction 

of components the corresponding protocol and processing of such events by parts of the center which 

is in components of the designed system is necessary. 

With such requirements for the architecture of the designed distributed system, in which the host 

parts of the system are located in computer stations must decide on the presence of anomalies and 

transmit the detection result to the center of the distributed system and the network part must perform 

tasks to detect anomalies in the local network. synthesize the following characteristic properties, 

methods and functionalities: 

1) centralization (single decision-making center) in decision-making in the system; 

2) the presence of levels of hierarchy in decision-making in the distributed parts of the center in all 

components of the system at network nodes; 

3) distribution of system components in different nodes in the network; 

4) self-organization of the system when deciding on further steps in the system and its components; 

5) dynamic formation of the system in the process of its functioning, both during the initial formation 

and in the process of long-term use; 

6) network protocol for the interaction of the components of the designed system; 

7) dynamic formation of the architecture of the system in the process of its operation from the 

mandatory component, in which part of the center of the upper level of the hierarchy, and part of the 

components of the system, not necessarily all components; 

8) the functioning of the host components of the system separately in the absence of the center of 

the system and their full-fledged actions to detect abnormal manifestations by means of implemented 

functions; 

9) implementation of methods for detecting anomalies in computer systems in the designed system. 

Synthesizing the selected characteristic properties, methods and functional capabilities, we obtain a 

self-organized distributed system that is able to function in a local computer network and solve 

problems to detect anomalies in computer systems when filling it with the appropriate functionality. 

We present a self-organized distributed system as a set of its components. Let the set MSDS be the 

set of components of a self-organized distributed system (SDS). We denote the components of the 

system by MSDS,i, where i is the number of the system component. The center of the self-organized 



distributed system is denoted by MSDS,0, ie it is an element of the set of system components at i = 0. 

Then, the set of components of a self-organized distributed system is set as follows: 

𝑀𝑆𝐷𝑆 =  {𝑀𝑆𝐷𝑆,0, 𝑀𝑆𝐷𝑆,1, 𝑀𝑆𝐷𝑆,2, … , 𝑀𝑆𝐷𝑆,𝑁}, (1) 

where N is the number of components of the self-assembled distributed system, excluding the 

component containing the center. 

Thus, the total number of components of the self-organized distributed system is N + 1. The 

minimum number of components is one. In this case, the self-organized distributed system is scaled 

down to one component, which detects anomalies in one computer station and does not contain the 

functionality to establish the next steps of the whole system, even if this single system component 

contains the system center. If the system contains more than one component and among them there is 

no one that contains the center, then all of them also function to ensure the detection of anomalies in 

their computer stations, do not contain functionality to establish the next steps of the whole system, but 

exchange information about projects in which they identified sources of abnormal manifestations. 

We present the synthesized architecture of a self-organized distributed system, taking into account 

its representation through many components and characteristic properties, methods of detecting 

anomalies, functional capabilities of the structural scheme, which is shown in Fig. 1. The architecture 

of the self-organized distributed system with the display of the system center as a component is shown 

in Fig. 2. 

 
 

 

 
Figure 1: Architecture of a self-organized 
distributed system 
 

Figure 2: Architecture of a self-organized distributed 
system with the mapping of the system center as a 
component 

 

In the presented architecture of the self-organized distributed system, in contrast to the known 

solutions, the internal organization of interaction of parts of the center of the system between different 

levels of hierarchy and depending on the activity of system components at a certain time. This made it 

possible to divide some of the tasks from the center to a lower level of the hierarchy for decision-

making, depending on the methods used to detect anomalies in a particular computer station. In addition, 

dividing the center's tasks into parts according to their purpose and in the absence of a higher-level 

component in which the center of the entire self-organized distributed system is located allows the 

exchange of messages about the source of objects that provoke abnormalities. This is important in the 

context of the specifics of the tasks to be solved by the system and the conditions of its operation, in 

particular under the destructive effects of malicious software. The image of the location of the decision-

making center in the developed architecture of the self-organized distributed system is presented in 

Fig.3. 

 



 
Figure 3: Places of the decision-making center in the architecture of a self-organized distributed 
system 

 

As a result, the designed architecture of the self-organized distributed system allows to increase its 

capabilities by filling with implemented methods to detect anomalies in computer systems. In the 

architecture of the system, the functions of its center are distributed among the components, which 

speeds up the processing of events by processing directly in the network node in which the analysis of 

the anomalous manifestation took place. In addition, the system is designed so that its components can 

share the results of treatment of abnormal manifestations and their identified sources. 

Distribution of components of a self-organized distributed system highlights the problem of ensuring 

the integrity of the system and the effective interaction of components, as all components are located at 

different nodes in the network. In addition, maintaining the integrity of a self-organized distributed 

system through the organization of effective communication between them is an important task and not 

only under normal conditions. Effectiveness in the organization of such communication in maintaining 

the integrity of the system is especially important in the face of the destructive effects of malicious 

software and computer attacks. Therefore, the method of maintaining the integrity of a self-organized 

distributed system through effective communication between components should be based on a network 

protocol unknown to attackers and have a set of options for further steps throughout the system under 

appropriate conditions. The integration of these two components into the integrity maintenance method 

is necessary to improve security directly for the system itself compared to other operating systems 

operating under known network protocols. 

 

 
 

Figure 4: Architecture of system components and connections between them 
Consider first the formation of a network protocol for organizing the interaction of components. 

Consider the architectural features of the system in the part relating to the distribution of decision-

making centers. In fact, it is from the decision centers that instructions will be sent on the transfer of 

data. Therefore, given the three types of relationships between components of the system, which depend 



on the levels of hierarchy in which they are located, we obtain different pairs of elements of three 

components in each as follows: 

1) (𝑐𝑆𝐷𝑆,0, 𝑐𝑆𝐷𝑆,𝑖 , 1) – displays the transfer of the command from the center of the upper level, 

which is accepted by such notation as 𝑐𝑆𝐷𝑆,0, 𝑐𝑆𝐷𝑆,0 ∈ 𝑀𝑆𝐷𝑆,0, to the centers of the system in the 

components that are at the lower level, ie to the centers denoted by 𝑐𝑆𝐷𝑆,𝑖, 𝑐𝑆𝐷𝑆,𝑖 ∈ 𝑀𝑆𝐷𝑆,𝑖, де 𝑖 =
1, 2, … , 𝑁; 

2) (𝑐𝑆𝐷𝑆,𝑖 , 𝑐𝑆𝐷𝑆,0, 2) –  displays the transmission of the message from the center of the lower 

level, which is denoted by 𝑐𝑆𝐷𝑆,𝑖, 𝑐𝑆𝐷𝑆,𝑖 ∈ 𝑀𝑆𝐷𝑆,𝑖 and where 𝑖 = 1, 2, … , 𝑁, which contains information 

about possible anomalies, ie collected characteristics that need to be processed, to the center of the 

upper level 𝑐𝑆𝐷𝑆,0 for their processing; 

3) (𝑐𝑆𝐷𝑆,𝑖 , 𝑐𝑆𝐷𝑆,0, 3) – displays the transmission of the message from the center of the lower 

level, which is denoted by 𝑐𝑆𝐷𝑆,𝑖, 𝑐𝑆𝐷𝑆,𝑖 ∈ 𝑀𝑆𝐷𝑆,𝑖 and where 𝑖 = 1, 2, … , 𝑁, which contains information 

about the results of processing the anomaly in this component to the center of the upper 𝑐𝑆𝐷𝑆,0; 

4) (𝑐𝑆𝐷𝑆,𝑖 , 𝑐𝑆𝐷𝑆,𝑗 , 4) – displays the transmission of the message from the center of the lower 

level, which is denoted by 𝑐𝑆𝐷𝑆,𝑖, 𝑐𝑆𝐷𝑆,𝑖 ∈ 𝑀𝑆𝐷𝑆,𝑖 and where 𝑖 = 1, 2, … , 𝑁, which contains information 

about possible anomalies, ie collected characteristic features that require processing, to the center of the 

same level 𝑐𝑆𝐷𝑆,𝑗 for their processing under the condition 𝑗 ≠ 𝑖, 𝑖 = 1, 2, … , 𝑁, 𝑗 = 1, 2, … , 𝑁; 

5) (𝑐𝑆𝐷𝑆,𝑖 , 𝑐𝑆𝐷𝑆,𝑗 , 5) – displays the transmission of the message from the center of the lower 

level, which is denoted by 𝑐𝑆𝐷𝑆,𝑖, 𝑐𝑆𝐷𝑆,𝑖 ∈ 𝑀𝑆𝐷𝑆,𝑖 and where 𝑖 = 1, 2, … , 𝑁, which contains information 

about the results of processing the anomaly in this component, to the center of the same level 𝑐𝑆𝐷𝑆,𝑗 for 

their processing under the condition 𝑗 ≠ 𝑖, 𝑖 = 1, 2, … , 𝑁, 𝑗 = 1, 2, … , 𝑁; 

6) (𝑐𝑆𝐷𝑆,𝑖 , 𝑐𝑆𝐷𝑆,𝑗 , 6) – displays the transmission of the message (if there is information about 

the absence of components in the system with the center of the upper level, ie the actual decision center 

in the system) from the center of the lower level, which is denoted 𝑐𝑆𝐷𝑆,𝑖, 𝑐𝑆𝐷𝑆,𝑖 ∈ 𝑀𝑆𝐷𝑆,𝑖 and where 𝑖 =
1, 2, … , 𝑁, which contains information about possible anomalies, ie collected characteristics that need 

to be processed, to the center of the same level 𝑐𝑆𝐷𝑆,𝑗 for their processing under the condition 𝑗 ≠ 𝑖, 𝑖 =

1, 2, … , 𝑁, 𝑗 = 1, 2, … , 𝑁; 

7) (𝑐𝑆𝐷𝑆,𝑖 , 𝑐𝑆𝐷𝑆,𝑗 , 7) – displays the transmission of the message (if there is information about 

the absence of components in the system with the center of the upper level, ie the actual decision center 

in the system) from the center of the lower level, which is denoted 𝑐𝑆𝐷𝑆,𝑖, 𝑐𝑆𝐷𝑆,𝑖 ∈ 𝑀𝑆𝐷𝑆,𝑖 and where 𝑖 =
1, 2, … , 𝑁, which contains information about the results of processing the anomaly in this component, 

to the center of the same level 𝑐𝑆𝐷𝑆,𝑗 for their processing under the condition 𝑗 ≠ 𝑖, 𝑖 = 1, 2, … , 𝑁, 𝑗 =

1, 2, … , 𝑁; 

8) (𝑐𝑆𝐷𝑆,0, 𝑐𝑆𝐷𝑆,𝑗, 8) – displays the transmission of the message from the center of the upper 

level, which is denoted by 𝑐𝑆𝐷𝑆,0, 𝑐𝑆𝐷𝑆,0 ∈ 𝑀𝑆𝐷𝑆,0, which contains information about possible 

anomalies, ie collected characteristic features that require processing, to the center of the lower level 

𝑐𝑆𝐷𝑆,𝑗 for their processing while 𝑗 = 1, 2, … , 𝑁; 

9) (𝑐𝑆𝐷𝑆,0, 𝑐𝑆𝐷𝑆,𝑗 , 9) – displays the transmission of the message from the center of the upper 

level, which is denoted by 𝑐𝑆𝐷𝑆,0, 𝑐𝑆𝐷𝑆,0 ∈ 𝑀𝑆𝐷𝑆,0 and where 𝑖 = 1, 2, … , 𝑁, which contains information 

about the results of processing the anomaly in this component, to the center of the lower level 𝑐𝑆𝐷𝑆,𝑗 to 

carry out their processing while 𝑗 = 1, 2, … , 𝑁; 

10) (𝑐𝑆𝐷𝑆,𝑖, 𝑐𝑆𝐷𝑆,0, 10) – displays the transmission of the message from the center of the lower 

level, which is denoted by 𝑐𝑆𝐷𝑆,𝑖 and where 𝑖 = 1, 2, … , 𝑁 to the center of the upper level 𝑐𝑆𝐷𝑆,0, 𝑐𝑆𝐷𝑆,0 ∈
𝑀𝑆𝐷𝑆,0 for 𝑖 = 1, 2, … , 𝑁 to notify about the inclusion of a computer station in the network and the 

successful launch of software system components, ie notification of readiness to start work as part of 

the system; 

11) (𝑐𝑆𝐷𝑆,0, 𝑐𝑆𝐷𝑆,𝑖 , 11) – displays the transmission of the message from the center of the upper 

level, which is denoted by c_ (SDS, 0) to the center of the lower level 𝑐𝑆𝐷𝑆,𝑖 and where 𝑖 = 1, 2, … , 𝑁 

for 𝑖 = 1, 2, … , 𝑁 in order to notify the activation of the computer station in the network and the 

successful launch of the software system components, ie the message of readiness to start work as part 



of the system in which it operates system center, ie updating data on the currently available architecture; 

12) (𝑐𝑆𝐷𝑆,𝑖, 𝑐𝑆𝐷𝑆,0, 12) – displays the transmission of the message from the center of the lower 

level, which is denoted by 𝑐𝑆𝐷𝑆,𝑖 and where 𝑖 = 1, 2, … , 𝑁 to the center of the upper level 𝑐𝑆𝐷𝑆,0, 𝑐𝑆𝐷𝑆,0 ∈
𝑀𝑆𝐷𝑆,0 in order to notify about the correct shutdown of the computer station in the network and the 

successful completion of the software system components while maintaining the characteristics of the 

computer station profile online; 

13) (𝑐𝑆𝐷𝑆,0, 𝑐𝑆𝐷𝑆,𝑖 , 13) – displays the transmission of the message from the center of the upper 

level 𝑐𝑆𝐷𝑆,0 to the center of the lower level 𝑐𝑆𝐷𝑆,𝑖, 𝑐𝑆𝐷𝑆,𝑖 ∈ 𝑀𝑆𝐷𝑆,𝑖, 𝑐𝑆𝐷𝑆,0 ∈ 𝑀𝑆𝐷𝑆,0  for 𝑖 = 1, 2, … 𝑗 −
1, 𝑗 + 1, … , 𝑁, 𝑗 ≠ 𝑖 to report 𝑗-th computer station in the network and the successful completion of the 

software 𝑗-th component of the system while maintaining the characteristics of the profile of the 

computer station in the network, notifications to all other active components of the system about the 

existing system architecture; 

14) (𝑐𝑆𝐷𝑆,𝑗, 𝑐𝑆𝐷𝑆,𝑖 , 14) – displays the transmission of the message from the lower level center, 

denoted by 𝑐𝑆𝐷𝑆,𝑗 to the remaining active lower level centers 𝑐𝑆𝐷𝑆,𝑖, 𝑐𝑆𝐷𝑆,𝑖 ∈ 𝑀𝑆𝐷𝑆,𝑖 for 𝑖 = 1, 2, … 𝑗 −

1, 𝑗 + 1, … , 𝑁, 𝑗 ≠ 𝑖 in order to report the correct shutdown of the 𝑗-th computer station in the network 

and the successful completion of the software of the 𝑗-th component of the system with the preservation 

of the characteristic features of the profile of the computer station in the network; 

15) (𝑐𝑆𝐷𝑆,0, 𝑐𝑆𝐷𝑆,𝑖 , 15) – displays the transmission of the message from the center of the upper 

level 𝑐𝑆𝐷𝑆,0, 𝑐𝑆𝐷𝑆,0 ∈ 𝑀𝑆𝐷𝑆,0 to the center of the lower level 𝑐𝑆𝐷𝑆,𝑖, 𝑐𝑆𝐷𝑆,𝑖 ∈ 𝑀𝑆𝐷𝑆,𝑖 for 𝑖 = 1, 2, … 𝑗 −
1, 𝑗 + 1, … , 𝑁, 𝑗 ≠ 𝑖 in order to report problems in j - that computer station in the network and send it a 

command to block the software in it and forcibly shut down the software 𝑗-th component of the system 

while maintaining the characteristics of the profile of the computer station in the network, notifying all 

other active components systems on changing the existing architecture of the system associated with 

the removal of the 𝑗-th component of the system; 

16) (𝑐𝑆𝐷𝑆,𝑗, 𝑐𝑆𝐷𝑆,𝑖 , 16) – displays the transmission of the message from the centers of all levels 

to other centers of all levels 𝑐𝑆𝐷𝑆,𝑖, 𝑐𝑆𝐷𝑆,𝑖 ∈ 𝑀𝑆𝐷𝑆,𝑖 for 𝑖 = 0, 1, 2, … 𝑗 − 1, 𝑗 + 1, … , 𝑁, 𝑗 ≠ 𝑖 in order to 

inform about the architecture of the formed distributed system, which includes all the initially specified 

components and their readiness to perform the specified functions or continue to work.  

All messages between system components must be processed by the decision centers in the components, 

regardless of the level of the hierarchy, and only after processing messages or approving the received 

commands they are processed or executed by other parts of system components. 

From the start of computer stations in the network, a situation may arise when a certain computer station 

in which the decision center of the system is located, first turns on or will be turned on before other 

computer stations in which the rest of the system, then the event described by three elements 

(𝑐𝑆𝐷𝑆,𝑖 , 𝑐𝑆𝐷𝑆,0, 10), 𝑐𝑆𝐷𝑆,𝑖 ∈ 𝑀𝑆𝐷𝑆,𝑖, 𝑖 = 1, 2, … , 𝑁, 𝑐𝑆𝐷𝑆,0 ∈ 𝑀𝑆𝐷𝑆,0, will take place as planned and further 

steps in the transmission of messages will be standard. 

If it turns out that the computer station in which it finds the component with the decision-making center 

of the system, will turn on later than those computer stations in which the other components of the 

system, then the event described by the three elements (𝑐𝑆𝐷𝑆,0, 𝑐𝑆𝐷𝑆,𝑖 , 11), 𝑖 = 1, 2, … , 𝑁 will occur in 

a non-standard way. This is due to the fact that the late start-up or failure of the station can be caused 

by the destructive effects of malicious software or computer attacks. System components in which the 

center belongs to the lower level, will establish the absence of components with the center of the upper 

level of the system and will exchange messages with each other until the system center again notifies 

them of its activity and readiness. But the confirmation of such actions will be carried out according to 

a certain algorithm to prevent external interference by substituting components with the center of the 

upper level of the system. If certain computer stations shut down after a certain period, the components 

present in them will send messages and commands coming from the top-level system center to the 

lower-level system center regarding the following events or states: suspend components; process the 

data of characteristic features for the study of anomalies; restore components; send a component with 

the center of the lower level of the message or the specified command, ie to make an indirect reference 

to another component of the system; provide data on the current state of the computer station, i.e. the 

profile of its characteristics and the studied features of the anomaly. In addition to commands, the top-



level center of the system may receive messages with information that needs to be processed, forwarded 

to another component, or stored. 

A graph with transition arcs, which takes into account three types of relationships between system 

components, depending on the levels of hierarchy on which they are located, is shown in Fig. 5.  

The mapping of relationships between distributed system components and events that can be processed 

by the system and specified by elements (1-16) on the graph with transition arcs is complete and does 

not contain hanging vertices of the first degree, so the described events are sufficient to ensure operation 

distributed system and can be implemented in the steps of the method of maintaining the integrity of a 

self-organized distributed system. Adding new events that can occur in the system or be processed in it 

is possible, because the links in the column reflect the closure of all events, and their increase will 

actually increase the functionality of the system itself, as the number of components will not increase. 

The list of further steps of the system will be determined by the states, which may include a self-

organized distributed system or its components. Also, these states will depend on the number of active 

components of the system, the state of computer stations in the network. And, at the same time, these 

states will be intermediate in time, as the system will dynamically change its architecture and move 

from state to state. The states depend on the states of the system components, both active and disabled 

or removed by the system. 

 

 
 
Figure 5: Graph with transition 

 

The method of maintaining the integrity of the architecture of a self-organized distributed system in 

local computer networks includes the following iterative steps: 

- step 1: execution (cSDS,i, cSDS,0, 10) transmission of the message from the center of the lower level 

to the center of the upper level, cSDS,0 ∈ MSDS,0 for i = 1, 2, … , N in order to notify about the activation 

of the computer station in the network and the successful launch of the software components of the 

system, ie the message about the readiness to start work as part of the system; 

- step 2: execution (cSDS,0, cSDS,i, 1) to transfer the command from the center of the upper level to 

the centers of the system in the components that are at the lower level, and receive confirmation of 

receipt of the command; 

- step 3: execution of the command in the component with the center of the lower level and sending 

the report to the component of the system with the center of the higher level; 

- step 4: execution (cSDS,i, cSDS,0, 2) and execution (cSDS,i, cSDS,j, 4) to send a message from the 

center of the lower level, in which contains information about possible anomalies, ie collected 

characteristic features that require treatment, to the centers of the upper and lower levels for their 

treatment; 

- step 5: execution (cSDS,i, cSDS,0, 3) and execution (cSDS,i, cSDS,j, 5) to send a message from the 

lower level center, in which contains information on the results of processing the anomaly to the centers 

of the upper and lower levels for their processing; 



- step 6: execution (cSDS,i, cSDS,j, 6) to send a message from the lower level center, which contains 

information about possible anomalies, ie collected characteristics that need to be processed, to the lower 

level centers to carry out their processing in the absence of a top-level center; 

- step 7: execution (cSDS,i, cSDS,j, 7) to send a message from the lower level center, which contains 

information about the results of processing the anomaly to the lower level centers to process them in 

the absence of the center upper level; 

- step 8: execution (cSDS,0, cSDS,j, 8) to send a message from the center of the upper level, which 

contains information about possible anomalies, ie collected characteristics that need to be processed, to 

the centers of the lower levels to carry out their processing; 

- step 9: execution (cSDS,0, cSDS,j, 9) to send a message from the center of the upper level, which 

contains information about the results of processing the anomaly to the centers of the lower levels to 

process them; 

- step 10: execution (cSDS,0, cSDS,j, 11) to send a message from the center of the upper level to all 

active components in order to notify the activation of the computer station in the network and the 

successful launch of software j- that component of the system, ie the message of readiness to start work 

as part of the system in which the center of the system operates; 

- step 11: execution (cSDS,i, cSDS,0, 12) to transmit a message from the center of the lower level to 

the center of the upper level in order to notify the correct shutdown of the computer station on the 

network and successful completion of software providing system components while preserving the 

characteristics of the computer station profile in the network; 

- step 12: execution (cSDS,0, cSDS,i, 13) to transmit a message from the center of the upper level to 

the center of the lower level in order to report the shutdown of the j-th computer station in the network 

and successful completion operation of the software of the j-th component of the system with the 

preservation of the characteristic features of the profile of the computer station in the network, ie 

notification of all other active components of the system about the existing system architecture; 

- step 13: execution (cSDS,j, cSDS,i, 14) to transmit a message from the lower level center to the rest 

of the active lower level centers in order to notify the correct shutdown of the j -th computer station in 

the network and successful completion of the software of the j-th component of the system while 

maintaining the characteristics of the profile of the computer station in the network; 

 - step 14: execution (cSDS,0, cSDS,i, 15) to transmit a message from the center of the upper level to 

the center of the lower level in order to report problems in the j - th computer station in the network and 

send commands to block the software in it and forcibly terminate the software of the j-th component of 

the system with the preservation of the characteristics of the profile of the computer station in the 

network, ie notify all other active components of the system to change the existing system architecture 

associated with removal j-th system components; 

- step 15: execution (cSDS,j, cSDS,i, 16) to transmit a message from the centers of all levels to the rest 

of the centers of all levels in order to inform about the architecture of the distributed system, which 

includes all initially specified components and their willingness to perform assigned functions or 

continue working. 

The scheme of the method of maintaining the integrity of the architecture of a self-organized 

distributed system in local computer networks is that its steps take into account the state of system 

components, transitions between components and due to its steps the whole distributed system can 

determine its next steps. The main steps (1-15) of the method are not performed sequentially, but 

correspond to the iterative scheme with the simultaneous parallel execution of certain steps in different 

components simultaneously. That is, a certain number of steps can be performed in parallel. Some steps 

may not be performed at some point. The transition of the system to certain subsequent states is based 

on certain steps of the method and depends on the set of possible given states, but in fact the system 

and its components go to certain steps of the method, ie transitions to subsequent states of the system 

and components method. This allows such an approach to implement such a characteristic of the system 

as self-organization, which, unlike other methods that take into account the discrete states of the system 

for transitions or intervals to determine the states of the system or its components, considers transitions 

as a goal for next steps method. Completion of the steps of the method under the conditions of correct 



shutdown of computer stations and software components of the system will be the completion of the 

self-organized distributed system. 

Thus, a method has been developed to maintain the integrity of the architecture of a self-organized 

distributed system in local computer networks, which takes into account the state of system 

components, transitions between components and determines the next steps of the system. This has 

allowed them to build systems that are centralized and self-organizing and can decide on their next steps 

depending on the effects of malware and computer attacks. 

4. Detection Of Anomalies In Computer Systems Based On The Main 
Component Method 

Developed self-organized distributed system to detect anomalies in computer systems requires 

filling it with appropriate methods. Because it is implemented in a local computer network and is a 

distributed system, the subject area for research is network detection of anomalies. In addition, the 

processes that will be studied, in order to remain relevant to the results of their course, will require a 

prompt decision over time, as well as taking into account the clearly limited number of nodes in the 

network, which is a local computer network. As information about the data collected for decision-

making will change rapidly over time, it is necessary to take into account adjustments to it. And taking 

into account these features (time, adjustment of collected data, limited number of nodes in the network, 

the use of a distributed system for data collection and decision making) can provide a method of main 

components. The peculiarity of this method is that when detecting anomalies in the network, the 

projection of data on the residual subspace is continuously monitored. Using a distributed system that 

will collect data for analysis from all network nodes in which system components are located will 

require information from detectors in specific network nodes. The accumulation of data from a large 

number of nodes in the network, as well as their periodic addition, will affect the speed of processing 

and the need to optimize them. In addition, the data received from the nodes in the network will have 

many different representations and not always all of them will have the same weight and significance. 

Some of the collected data will need to be optimized and reduced in size with minimal loss of 

information. These requirements are taken into account in the method of principal components 

(developed by K. Pearson, 1901). 

The principal components method may have certain optimizations and improvements depending on 

the field of application and the possibility of combined application with other methods or within the 

framework of implementation in the architecture of certain systems. Consider the classical formulation, 

essence and steps of the principal components method. The initial data collected from the nodes in the 

computer network is collected in the center of the distributed system, where we present them as a matrix. 

Let k be the number of nodes in the network in which the components of the distributed system are 

installed and from which data is collected for analysis. Let us represent a finite set of different data from 

a node in a network in an ordered sequence by a vector: 

𝑉𝑓 =  (𝑣1, 𝑣2, … , 𝑣𝑓), (2) 

where vi is the value of data from the studied component of the node in the network. 

Some of the values of data vi from the studied component of the node in the network are typical 

components and therefore they can be grouped into classes. For example, such typical test components 

may be operating system files, individual sets of directories, or executable programs in general. Also, 

individual classes can be entered with RAM processes and data from all ports. 

Thus, as data from nodes in the network we will consider operating system files, executable files in 

directories, processes in internal memory, data from computer ports, user profile characteristics, 

network activity from the computer. Running programs can have several characteristics. In particular, 

for example, creation time and size. Certain classes may be absent or the number of their elements may 

not be taken all. All data will be presented in numerical form. The number of indicators from the node 

in the network is large. Not all indicators in the class will have significant values that will affect the 

result when deciding on the presence of an anomaly. Therefore, it is necessary to involve the appropriate 

mathematical apparatus, in particular the method of principal components, to reduce the dimensionality 

of the data. 



Obtained from a node in the network matrix of initial data has dimension k × f, where k is the 

number of nodes in the network in which the observation is performed, f is the number of elementary 

indicators. To apply the principal components method, you need to perform the following steps: obtain 

the initial data matrix Q1; transition from the matrix of initial data to the matrix of centered and 

normalized values of the features Q2; transition from the matrix of centered and normalized values of 

features to the matrix of paired correlations Q3; transition from the matrix of paired correlations to the 

diagonal matrix of eigenvalues; transition from the diagonal matrix of eigenvalues Vz to the factor 

mapping matrix Q4; transition from the matrix of factor mapping to the matrix of values of the main 

components of smaller dimension Q5 than the matrix of the original data. The scheme of steps of 

application of the method of principal components is shown in fig. 6, where Vv is a matrix of normalized 

eigenvectors. 

 

 
Figure 6: Scheme of connection of steps in the method of principal components 

 

The elements of the matrix of factor mapping Q4 are weights. First, the matrix Q4 has dimension 

k × f - by the number of elementary features. In the process of transformation, only the most important 

features remain and the dimension becomes smaller. 

The principal components method belongs to the statistical methods of factor analysis, which 

analyzes the influence of individual factors on the resulting indicator. The principal components are 

calculated as eigenvectors and eigenvalues of the covariance matrix of the initial data. The task of the 

analysis of the main components is to approximate the data by linear combinations of smaller dimension 

or to find a subspace of smaller dimension. 

In the developed self-organized distributed system there are components that are located in the nodes 

in the network. Each of the components has detectors of different types, which collect certain 

information for further processing in the center. This information is obtained by receiving data streams 

of a certain time series. At each node in the network at certain intervals, data is collected simultaneously. 

The information collected may be as follows: all executable files on the computer with information 

about the time of their creation or last change, as well as their size; the number of TCP connection 

requests per second; number of transactions per minute; the amount of traffic in ports per second; 

number of running processes; the amount of free internal memory; the amount of hard disk space and 

free space in it. It is also important to take into account the possibility of comparing the results with 

previous results according to time slices. A self-organizing distributed system stores collected and 

processed data. Then, when performing the analysis, it takes into account the last obtained values of the 

features and the previous ones, ie processes them with a certain time window. The decision-making 

center in the self-organized distributed system monitors the total set of values of the time series features 

and makes decisions on security issues of individual nodes and the entire computer network. To do this, 

the system needs to determine the volume anomalies. Abnormal manifestations in the network are 

unusual load levels caused by worm viruses, distributed attacks, denial of service, device failure, 

incorrect configurations, the spread of malicious software in nodes and the network as a whole, and so 

on. Each node collects information according to the specified characteristics and at a certain time step, 

these collection results are sent to the processing center of the distributed system. The decision center 

of the distributed system monitors in a sliding time window of size r for each time series from each 

node in the network. The number r indicates the amount of the most recent data among all data received 

from the node in the network and stored in the center of the self-organized distributed system. These 

data are presented in the appropriate time series. Let us denote these data taking into account formula 

(1) and the fact that such vectors will be obtained at different time intervals, as well as taking into 

account the fact that the number of different nodes in the network is k. Let Vf,j be a vector of signs from 

the j -th node in the network. Then, a finite set of different data from the j - th node in the network is 

represented by an ordered sequence: 



(𝑣1,𝑗, 𝑣2,𝑗, … , 𝑣𝑓𝑗,𝑗),  (3) 

where 𝑣𝑖,𝑗 is the value of the data from the studied i-th component from the j-th node in the network; 

𝑖 = 1, 2, … 𝑓𝑗; 𝑓𝑗 - the number of values of these features from the j - node in the network; 𝑗 = 1, 2, … , 𝑘; 

k is the number of nodes in the network. 

The obtained vectors from individual nodes in the network are represented in the matrices 𝑊𝑞, where q 

is the node number in the network from 1 to k. Matrices 𝑊𝑞 have dimension 𝑡𝑖 × 𝑓𝑗, where 𝑡𝑖 is the time 

at which the results of data collection from all nodes in the network were recorded simultaneously, i is 

the number of time slices during the entire observation time; 𝑓𝑗 - the number of values of these features 

from the j - node in the network; 𝑗 = 1, 2, … , 𝑘; k is the number of nodes in the network. Not all 

computers connected to the network can be turned on at the same time. Similarly, not all of them can 

be turned off at the same time. Therefore, the countdown is taken from the main computer where the 

system center operates. In fact, the center of the system is divided into time intervals and the formation 

of the time series. If certain computers are turned off, then the data in the system for all their indicators 

in the feature vectors will be equal to -1. Zeros as numerical values cannot be used because they can be 

significant results of signs. It is also important to reflect in the matrices 𝑊𝑞 the relationships that can be 

between the components of the vectors. For example, the time and file size are different components of 

a vector, but they belong to the same object. Therefore, to display such information, it is necessary to 

maintain relevant data, for example, in the vector of initial (initialized) data features, which may have 

the same dimension, but the value of the components can be determined by the formula at 𝑡0: 

 

𝑉𝑓𝑗
=  (𝑣1,𝑗, 𝑣2,𝑗 , … , 𝑣𝑓𝑗,𝑗);      (4) 

𝑣𝑖,𝑗 =  𝑣𝑖+1,𝑗 , 𝑣𝑖,𝑗 = 𝑖, 𝑖𝑓 𝑎𝑑𝑗𝑎𝑐𝑒𝑛𝑡 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠 𝑟𝑒𝑙𝑎𝑡𝑒 𝑡𝑜 𝑎 𝑠𝑖𝑛𝑔𝑙𝑒 𝑜𝑏𝑗𝑒𝑐𝑡, 

𝑖𝑓 𝑒𝑎𝑐ℎ 𝑠𝑢𝑏𝑠𝑒𝑞𝑢𝑒𝑛𝑡 𝑓𝑒𝑎𝑡𝑢𝑟𝑒 𝑎𝑙𝑠𝑜 𝑎𝑝𝑝𝑙𝑖𝑒𝑠 𝑡𝑜 𝑡ℎ𝑒 𝑠𝑎𝑚𝑒 𝑜𝑏𝑗𝑒𝑐𝑡, 
𝑡ℎ𝑒𝑛 𝑖𝑡𝑠 𝑣𝑎𝑙𝑢𝑒 𝑖𝑠 𝑠𝑒𝑡 𝑡𝑜𝑜 𝑖; 

𝑣𝑖,𝑗 = 0, , 𝑖𝑓 𝑡ℎ𝑒 𝑎𝑑𝑗𝑎𝑐𝑒𝑛𝑡 (𝑟𝑖𝑔ℎ𝑡 𝑎𝑛𝑑 𝑙𝑒𝑓𝑡) 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠 𝑟𝑒𝑙𝑎𝑡𝑒 𝑡𝑜 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑡 𝑜𝑏𝑗𝑒𝑐𝑡𝑠; 

 

where 𝑣𝑖,𝑗 is the value of the data from the studied i-th component from the j-th node in the network; 

𝑖 = 1, 2, … 𝑓𝑗; 𝑓𝑗 - the number of values of these features from the j - node in the network; 𝑗 = 1, 2, … , 𝑘; 

k is the number of nodes in the network. 

We define a matrix of values of indicators of signs 𝑊𝑗 from j - that node in a network so: 

 

𝑊𝑗 =  (

𝑣1,𝑗,𝑡0 𝑣2,𝑗,𝑡0

𝑣1,𝑗,𝑡1 𝑣2,𝑗,𝑡1

… 𝑣𝑓𝑗,𝑗,𝑡0

… 𝑣𝑓𝑗,𝑗,𝑡1
… …

𝑣1,𝑗,𝑡𝑔 𝑣2,𝑗,𝑡𝑔

… …
… 𝑣𝑓𝑗,𝑗,𝑡𝑔

),     (5) 

 

where 𝑣𝑖,𝑗,𝑡𝑠
 - the value of the data from the studied i-th component from the j-th node in the network 

at time  𝑡𝑠; 𝑖 = 1, 2, … 𝑓𝑗; 𝑓𝑗 - the number of values of these features from the j - node in the network; 

𝑗 = 1, 2, … , 𝑘; k is the number of nodes in the network; s is the number that corresponds to the iteration 

of obtaining the values of the features; 𝑠 = 0, 1, 2, … , 𝑔; g is the last iteration of obtaining feature values 

from the j-th node in the network. 

Matrices 𝑊𝑗 for certain j - those nodes in the network in the system provide an opportunity to 

represent the collected values of the features. In fig. 3 shows them as part of a self-organized distributed 

system. 

The matrices 𝑊𝑗 for certain j nodes in the network may have a different number of columns, ie the 

numbers 𝑓𝑗 in all matrices will be mostly different, because it is related to the number of objects that are 

included for monitoring in the node in the network. You can choose when setting up a self-organized 

distributed system, which will implement the method of principal components, so that the number of features 

taken from different nodes in the network was the same, ie choose common for research. But such an 

approach will make it difficult to improve the detection of anomalies, because it may lose a significant part 

of the objects in which there will be manifestations of abnormalities. Therefore, the number of monitoring 

features will be selected differently at different nodes in the network. Thus, all matrices will have a different 



number of columns, and the number of columns will be finite, but can be very large, because it will contain 

information about many features and their values. 

 

 
Figure 7: 𝑊𝑗matrices in the architecture of a self-organized distributed system 
 

The number of rows of the matrix 𝑊𝑗 for different j-nodes in the network will be the same, because 

the values of them will be obtained by command at specific points in time for all the same. Another 

problem that will arise in this process will be the constant accumulation of information. In this case, the 

matrices 𝑊𝑗 for different j - nodes in the network will increase dynamically by the number of rows, 

which will need to be taken into account in the implementation. 

Thus, the accumulated information in the matrices 𝑊𝑗 for different j - nodes in the network is 

necessary for the application of the principal components method in order to detect anomalous 

manifestations. Time series are stored in the matrices 𝑊𝑗 for each j - node in the network. The sliding 

window will be the interval ]𝑡𝑖;  𝑡𝑙[, where i and l are numbers of time indicators to obtain the values of 

features from different j - nodes in the network. In the future, each of the matrices 𝑊𝑗 must pass into the 

matrix 𝑄1 from Fig. 2 to start applying the method of principal components. 

The information in the matrices 𝑊𝑗 for each j - node in the network is heterogeneous and does not 

allow without appropriate processing to draw a conclusion about the presence or absence of abnormal 

manifestations. The self-organized distributed system anomaly detection system measures the total 

amount of traffic (in bytes) for each network connection and periodically collects data at the center. 

Then, the method of principal components is applied in the automatic mode implemented in it, taking 

into account the data collected in the matrix (5). Similarly, the system processes data attributes about 

files, processes, and computer resource usage. The prompt processing of data requires that the periods 

of their renewal be relatively short. Although small periods lead to an increase in additional costs for 

attracting resources and carrying out communication work. 

Consider the essence of the method of principal components and its features when applied to detect 

anomalies. The geometric interpretation of this method is as follows; not plane placed points; conducted 

direct; the distances from points to a straight line are determined, ie projections are made from points 

to a straight line; the sum of squares of projections of points on a straight line is defined; searching for 

a new line so that the sum of the squares of the projections of the points on the line is minimal. Similarly, 

the formulation of this problem is scaled to three-dimensional space and n-dimensional. If you 

successfully try to find such a line, the number of points that will affect the sum of the squares of the 

projections will decrease, because some of them will be on this new line. The same points that will be 

removed from the line will affect the result of the sum of the squares of the projections and will be 

significant. In the problem of detecting anomalies, the values of the considered features can also be 

given by points on the plane and finding a straight line to solve the problem of best approximation of a 

finite set of points allows to determine those points, ie features that significantly affect the sum and 

therefore are abnormal manifestations. 

Let's make a formal statement of the approximation problem and move from it to the method of 

principal components. For example, let a finite number of vectors 𝑣1,𝑗, 𝑣2,𝑗 , … , 𝑣𝑓𝑗,𝑗 𝜖 𝑅𝑢, where the 

vectors 𝑣1,𝑗, 𝑣2,𝑗, … , 𝑣𝑓𝑗,𝑗 correspond to the values of signs from j - that node, 𝑓𝑗 - the number of signs, 

ie vectors. For each 𝑝 = 1, 2, … , 𝑢 − 1 it is necessary to find 𝑀𝑝 ⊂  𝑅𝑢 from p - dimensional linear 

combinations in 𝑅𝑢and provided that the sum of squares of deviations 𝑣𝑖,𝑗 from 𝑀𝑝 was minimal. In 

particular, the formal record of such a problem is given by the formula: 



 

∑  
𝑓𝑗

𝑖=1
𝑑2(𝑣𝑖,𝑗, 𝑀𝑝) → 𝑚𝑖𝑛,     (6)  

 

where 𝑑 (𝑣𝑖,𝑗, 𝑀𝑝) is the distance from the point 𝑣𝑖,𝑗 to the linear combination 𝑀𝑝. 

The distance from a point to a linear combination can be determined by various metrics, including 

Euclidean. Set the orthonormal set of vectors 𝛼1, 𝛼2, … , 𝛼𝑓𝑗
 𝜖 𝑅𝑢, then the linear combinations 𝑀𝑝 for 

all 𝑝 = 1, 2, … , 𝑢 − 1 set by the formula: 

 

𝑀𝑝 =  𝛼0 + ∑ 𝛽𝑖 ∗ 𝛼𝑖
𝑝
𝑖=1 ,     (7) 

 

where 𝛽𝑖 𝜖 𝑅  and are the coefficients in the linear expansion 𝑀𝑝. 

The approximation problem for each 𝑝 = 1, 2, … , 𝑢 − 1 is solved by finding the linear combinations 

𝑀1 ⊂ 𝑀2 ⊂ 𝑀3 ⊂ ⋯ ⊂ 𝑀𝑢−1, where 𝑀𝑝 is represented by formula (7). According to formula (6) it is 

necessary to have the values of the applications responsible for the distance. We present the definition 

of terms from formula (6) taking into account the given representations of linear combinations by the 

formula: 

 

𝑑2(𝑣𝑖,𝑗, 𝑀𝑝)  = |𝑣𝑖,𝑗 − 𝛼0 −  ∑ 𝛼𝑠 ∙ (𝛼𝑠, 𝑣𝑖,𝑗 − 𝛼0)
𝑝
𝑠=1 |

2
,   (8) 

 

where the square of the distance 𝑑2(𝑣𝑖,𝑗, 𝑀𝑝)is determined by the Euclidean norm; the expression 

(𝛼𝑠, 𝑣𝑖,𝑗 − 𝛼0) is defined as the scalar product of the vectors 𝛼𝑠 and 𝑣𝑖,𝑗 − 𝛼0. 

All linear combinations 𝑀𝑝 are determined by an orthonormal set of vectors {𝛼1, 𝛼2, … , 𝛼𝑓𝑗−1}, which 

are vectors of principal components, and a vector 𝛼0. Finding the vector 𝛼0 is carried out by the formula: 

 

𝛼0 = arg min
𝛼0∈𝑅𝑢

(∑ 𝑑2(𝑣𝑠,𝑗, 𝑀0)
𝑓𝑗

𝑠=1 ).    (9) 

 

According to formula (9) we obtain that 𝛼0 is calculated by the formula: 

 

𝛼0 =
1

𝑓𝑗
∑ 𝑣𝑖,𝑗 = 𝑣�̅�

𝑓𝑗

𝑖=1
.      (10) 

 

Thus, 𝛼0 minimizes the sum of the squares of the distances to the data points, ie the values of the 

features and according to formula (10) is the average value. 

To find the vectors of the principal components, you need to perform the following sequence of 

steps of the optimization problem: 

1) reduce all 𝑣𝑖,𝑗 by the value 𝑣�̅�, then the sum of all obtained 𝑣𝑖,𝑗 will be equal to zero; 

2) the first main component is calculated by the formula: 

𝛼1 = arg min
|𝛼1|=1

(∑ |𝑣𝑠,𝑗 − 𝛼1 ∙ (𝛼1, 𝑣𝑠,𝑗)|
2𝑓𝑗

𝑠=1 ). 

When obtaining several solutions for further calculations, choose one of them; 

3) subtract from the data the projection on the first main component by the formula: 

𝑣𝑖,𝑗 = 𝑣𝑖,𝑗 − 𝛼1 ∙ (𝛼1, 𝑣𝑖,𝑗); 

4) the second main component is found by the formula: 

𝛼2 = arg min
|𝛼2|=1

(∑ |𝑣𝑠,𝑗 − 𝛼2 ∙ (𝛼2, 𝑣𝑠,𝑗)|
2𝑓𝑗

𝑠=1 ). 

If we obtain several solutions for further calculations, we choose one of them;  

5) similarly to step 3 from the data subtract the projection on the p-1 main component by the formula: 

𝑣𝑖,𝑗 = 𝑣𝑖,𝑗 − 𝛼𝑝−1 ∙ (𝛼𝑝−1, 𝑣𝑖,𝑗); 

6) the p-th main component is found by the formula: 

𝛼𝑝 = arg min
|𝛼𝑝|=1

(∑ |𝑣𝑠,𝑗 − 𝛼𝑝 ∙ (𝛼𝑝, 𝑣𝑠,𝑗)|
2𝑓𝑗

𝑠=1 ). 



If we obtain several solutions, we choose one of them for further calculations. 

For each iterative stage of the algorithm application, the projection on the previous main component 

is subtracted. The vectors thus obtained 𝛼1, 𝛼2, … , 𝛼𝑢−1 will be orthonormal. This is achieved by 

solving the optimization problem. In order to avoid calculation errors due to the influence of rounding 

use the inclusion in the conditions of the optimization problem of the following condition: 

 

𝛼𝑝⊥{𝛼1, 𝛼2, … , 𝛼𝑝−1 }.     (11) 

 

Calculations of α_i can be performed in other ways. In particular, the first main component 

maximizes the sample variance of the data projection. Therefore, in fact, as for the approximation 

problem, the solution of which is given in the presented algorithm, at each step of the iteration you need 

to calculate the first principal component for the data from which the projections on all previously found 

principal components are removed. Problems on the calculation of principal components are reduced 

to the problem of diagonalization of the covariance matrix. The basis of eigenvectors is represented in 

the covariance matrix, so the matrix is diagonal. In this case, the covariance coefficient between the 

different coordinates is zero. The mathematical content of the principal components method is the 

spectral decomposition of the covariance matrix, but with certain transformations this problem becomes 

the problem of singular decomposition of the data matrix. Although formally the problems of singular 

decomposition of the data matrix and spectral decomposition of the covariance matrix coincide, the 

algorithms for calculating the singular decomposition directly, without calculating the covariance 

matrix and its spectrum, are more efficient and stable. This is necessary when using the principal 

components method to solve application problems of a particular subject area in information 

technology, where large sets of input data can cause computational errors or increase the duration of 

calculations, then you need to choose more stable algorithms and high speed. 

To convert the data to the principal components, we construct a matrix from the vectors of the 

principal components so that the orthonormal vectors-columns of the principal components are arranged 

in descending order of eigenvalues. This allows you to focus most of the data variation in the first 

coordinates after the conversion. As a result, you can discard the remaining ones and get a space of 

reduced size. 

Thus, the principal components method makes it possible to reduce the dimensionality of data, which 

is important in detecting malicious software and computer attacks, because it is necessary to process a 

lot of initial different types of information that is dynamically accumulating. 

5. Improving the method of centralized detection of distributed anomalies by 
the main components search algorithm 

The use of a self-organized distributed anomaly detection system in computer systems makes it 

possible to search directly in one computer station or in several at the same time. In both cases, you can 

use the principal components method as a step-by-step iterative algorithm to obtain numerical values 

of the characteristics of the characteristics directly obtained in one computer station and several for 

some time in a sliding window. Also, a self-organized distributed anomaly detection system can 

investigate the information received from nodes in the network about the manifestations of anomalies 

for abnormalities that correspond to either malicious software or computer attacks. Given the difficulty 

of detecting malicious software or computer attacks due to the limited number of signs that can detect 

abnormalities, as well as the presence of excessive amounts of different and heterogeneous information 

collected from nodes in the network, it is necessary to improve the method of centralized detection of 

distributed anomalies. a component that would reduce the dimensionality of information collected at 

nodes in the network without losing its value and quickly process in a single center to ensure the 

relevance of the detection result, which would improve the efficiency of detection. 

To ensure the detection of distributed anomalies using the method of centralized detection of 

distributed anomalies by the main components search algorithm, we will develop a method of detecting 

anomalies in one of the computer stations in the network. 

 The increase in activity in the network to its nodes is a sign that these may be malicious 

manifestations and need to be investigated. In real time, increased activity quickly changes to moderate, 



so you need effective tools and implemented in them methods that would respond quickly to such 

events. Otherwise, the relevance of the information received by the system about the activity in the 

network is directed to its node, as well as the reaction to it will lose the need. The main feature that 

needs to be explored primarily in the network that is actually responsible for increased activity is the 

amount of traffic. There are many methods of processing network traffic, taking into account the 

different topologies of networks and access channels to corporate or local networks. In particular, they 

also take into account the peculiarities of traffic in the implementation of distributed attacks and the 

search for identity in its parts. 

The concept of network traffic in the formulation of the problem of anomaly research includes the 

study of the amount of data moving in the network over time. For the proper functioning of computer 

networks, they need to control, analyze, model and manage the relevant specialized tools. Particularly 

important in the process of detecting anomalies are the analysis and measurement of network traffic, 

which includes monitoring traffic, changes in it, trends, measuring the amount and type of traffic. 

Receiving reports through various specialized means of network traffic provides information on the 

prevention of malicious activity and allows you to ensure network security. Fragments of the volume 

of data traffic during a certain time (three different time intervals) in the network of Khmelnytsky 

National University are shown in Fig. 8. As can be seen from the graphs in time intervals, the amount 

of traffic varies and can deviate significantly from the average value that can be used to identify 

abnormalities. 

 

  
a) b) 

 
c) 

Figure 8: Image of the amount of data traffic over time (three different time intervals) in the network 
of Khmelnytsky National University 

 

Data transmission in computer networks is carried out mainly in network packets. These packets 

provide network loads. There can be many packet transmission options and it is carried out according 

to network protocols. Upon arrival at the destination, depending on the rules and protocols, the packages 

need to check all, check the integrity and source of receipt. If you consider the traffic in the trunk lines, 

the anomalies of its volume may go unnoticed due to the enlarged view. Measurement results can be 

large, depending on the number of lines, but normal traffic models are in a smaller subspace. The 

allocation of this subspace of network traffic, using the method of principal components in traffic, 

allows you to identify volume anomalies in the subspace. 

To analyze anomalous manifestations in network traffic, we first use the following characteristic 

parameters: traffic load factor; typical package size; the average number of fragmented packets. To 



study the load factor of network traffic, consider the following options: network traffic over time 

decomposes into a time series; network traffic is compared over certain time periods. 

If the network traffic is received dynamically over a period of time, we will break it down into a 

time series. For example, let a finite number of vectors be given for its representation 

𝑣1,𝑗 , 𝑣2,𝑗 , … , 𝑣𝑓𝑗,𝑗  𝜖 𝑅
𝑢

, where the vectors 𝑣1,𝑗 , 𝑣2,𝑗 , … , 𝑣𝑓𝑗,𝑗correspond to the values of the signs of traffic 

from the j - node in the network, 𝑓𝑗 - the number of signs, ie vectors. For the case of traffic representation, 

an example of which is shown in the graphs in Fig. 8, after the time of its receipt and the volume at a 

particular time, we obtain that the value of 𝑓𝑗 = 2. Then, the pair of vectors 𝑣1,𝑗 , 𝑣2,𝑗 will represent 

network traffic during the time specified by the vector 𝑣1,𝑗. The total amount of traffic at a particular 

point in time will be represented by the vector 𝑣2,𝑗 and will be measured in bytes for all connections. 

Thus, each point of the graph, representing the amount of network traffic, is set by a pair of values. 

Over a certain time interval, a self-organized distributed anomaly detection system with certain fixed 

time periods collects these pairs of points. The numbering of points starts from the first pair obtained 

and continues to the point that is the last of the expected points. After the specified number of pairs is 

collected, the system centralizes them. The data presented in this way are two-dimensional. Let us 

represent a pair of vectors for a certain number of q observation points as follows: 

 

(
𝑣1,𝑗.1

𝑣1,𝑗.2 … 𝑣1,𝑗.𝑞

𝑣2,𝑗.1
𝑣2,𝑗.2 … 𝑣2,𝑗.𝑞

)      (12)   

  

After receiving q pairs by the system and processing, synchronously the amount of network traffic 

continues to be displayed by the system in subsequent pairs. The self-organized distributed system, after 

processing a certain set of data specified by formula (12), receives part of the data actually updated and 

leaves from the processed data pairs that came last. The first pairs of points, after processing, are 

removed from further calculations. The number of such deleted pairs depends on the processing time 

and the time spent transferring the data. If the time spent is greater than the time spent collecting q new 

pairs by the system, then these collected new pairs are lost because a new set of subsequent pairs will 

start. To solve this problem, it is necessary to increase the collection interval of adjacent pairs of vectors. 

6. Conclusions 

Based on the results of theoretical and practical research, a self-organized distributed system for 

detecting anomalies in computer systems has been developed according to the main components method 

to improve the efficiency of detecting malicious software and computer attacks. 

The following main results were obtained: 

It is established that the detection of malicious software and computer attacks in local computer 

networks according to the studied methods and means of detection can be implemented by methods of 

detecting anomalies in computer systems and creating distributed anomaly detection systems. 

Improved architecture of self-organized distributed system, in which, unlike known solutions, 

improved internal organization of interaction of parts of the system center between different levels of 

the hierarchy and depending on the activity of system components at a time, based on the distribution 

of decision center components with a division of the center between the upper and lower levels of the 

hierarchy. The result of such a designed architecture of a self-organized distributed system is the ability 

to increase its functionality by filling it with implemented methods to detect anomalies in computer 

systems. The system is designed so that its components can share the results of processing anomalies 

and their identified sources. 

Developed a method to maintain the integrity of the architecture of self-organized distributed system 

in local computer networks, which takes into account the state of system components, transitions 

between components and determines further steps of the system, which allowed to build distributed 

systems with a single decision center decisions about their next steps depending on the effects of 

malicious software and computer attacks. 

Improvement of the anomaly detection method according to the method of main components in 

computer systems in the network made it possible to apply it not to one computer station, but to a group 



of stations with self-organized distributed anomaly detection system in computer systems in the 

network. Its application has made it possible to reduce the amount of data and, accordingly, to speed up 

their exchange between system components. 

Experimental studies with the developed implementation of a self-organized distributed system for 

detecting anomalies in computer systems according to the obtained coefficients confirmed the 

effectiveness of the proposed solutions and the developed distributed system for its operation in the 

computer network. 
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