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Abstract  
There is an increase in medicine data quantity and image resolution requirements due to 

the modern medicine development, which leads to the necessity of strong computing 

resources and huge computer memory amount during the appropriate tasks’ modeling. 

Semantic segmentation in medicine implements assessment functions in diagnostics. 

However, there is a human factor that can lead to a great number of mistakes, it is critically 

important to do everything to minimize and accelerate the diagnostic process which will 

positively affect the field that is connected to the life and health risks. A parallel algorithm is 

a way of minimizing these problems and boosting the total processing of medical data. That 

is why the topical subject of work efficiency determination of parallel algorithms methods of 

biomedical images’ segmentation is being investigated in this work. In particular, we 

investigated methods such as the Vinegar Method, Sobel’s filter, and Canny edge detector. 

Parallel computing technology CUDA has been chosen. An information system, which 

allows performing semantic image segmentation on the proposed parallel algorithm, was 

developed. The Sorensen index for semantic segmentation is about 0.45 and the acceleration 

of algorithms in some cases exceeds 10 times. Finished decision analysis, research of the 

subject area and scientific works related to this topic, as well as testing of the software 

product and identification of advantages and disadvantages in it are important except for this 

system projection. 
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1. Introduction 

Modern medicine needs technological solutions that are going to help doctors to diagnose the 

patients [1-4]. Biomedical images play an important role because they visualize internal structures of 

the human body’s objects, which allow determining the course of diseases or early stages of diseases 
such as cancer, atherosclerosis, and others that cannot be determined by the human. Of course, the 

risk that is connected with human health and life does not allow any software solutions to replace 

doctors. However, the results’ investigation and analysis, which were found with these software and 
hardware allow to significantly increase the quality and level of the medicine. Also, biomedical 

images are intended for an anatomical and physiological picture of the organism study. There are 

different criteria for how we can classify these images [5]. Each of these divisions is provisional and 
an unambiguous answer that will meet all needs does not exist yet. For instance, classification criteria 

can be the method of obtaining images, image type, and dimension. 

Previous images processing is a very important stage because it depends on the image quality, 

accuracy, and efficiency of the results obtained during the medium and high levels of processing. It is 
important because different nature noises affect the images. If they are not eliminated, the next levels 

are about to be negatively displayed. These noises (they are divided into additive Gaussian and 
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impulse, which can be part of the studied object) are formed when the images are transferred on the 
communication channels. In addition to filtering, images are also improved by adjusting brightness 

levels. This is necessary in order to select individual micro-objects. There are also modern image 

enhancement methods, such as histogram alignment, contrast-adaptive alignment with histories, and 

Multi Scale Retinex. 
The aim of the research is to study the effectiveness of parallel algorithms for biomedical image 

segmentation methods, namely the Vinegar Method, Sobel’s filter, and Canny edge detector. 

The research objects are a process of the biomedical semantic segmentation of images using 
artificial intelligence methods and the efficiency of the segmentation methods’ parallelization on the 

graphic processors. 

The research subjects are methods and machine learning tools for semantic segmentation of 
medical images, methods, and segmentation algorithms parallelization tools on graphic processors. 

2.  Literature sources analysis 

Scientific papers related to this topic are divided into two types. The first is the work of finding the 

best neural network models to solve the problem of semantic classification. The second work is 
related to the parallelization of various known methods of image segmentation (threshold image 

calculation methods, area extensions, watershed method, k-means, fuzzy c-means) using CUDA or 

Open Mp technologies. 

There is a brief discussion of the need for CUDA GPU calculations in the analysis of medical 
images in this work [6]. The efficiency of existing algorithms is analyzed and acceleration is 

determined. Several open issues, equipment configurations and principles for optimizing existing 

methods are discussed. This study culminates in several optimization methods using medical imaging 
algorithms on a graphics processor. Limitations and future scope of GPU programming are discussed. 

In this work [7] several segmentation algorithms of medical images with graphic processors usage 

are proposed with CUDA assistance, comparison of their productivity and results with previous 
realization in older version of the graphic and central processors, instructions for benefits of 

technological usage of CUDA and ways of algorithms projectioning for its full usage. 

In the research [8] authors offer parallel fuzzy c-means (FCM) for images segmentation. The 

sequential FCM algorithm is computationally intensive and has significant memory requirements. For 
many applications, such as medical image segmentation and geographic image analysis related to 

large images, sequential FCM is very slow. In the parallel FCM algorithm presented in this paper, the 

distribution of computations between processors and minimizing of the need for access to secondary 
storage increase the productivity and efficiency of image segmentation compared to the sequential 

algorithm. 

In the research [9], a set of criteria for efficient graphics processors use is defined, and each 

segmentation method is evaluated accordingly. In addition, references to relevant GPU 
implementations and an understanding of the latter's optimization are offered and discussed. A review 

of this paper concludes that most segmentation methods can benefit from GPU processing due to the 

parallel structure of these methods and the large number of threads. However, factors such as timing, 
branch mismatch, and memory usage can limit acceleration. 

In the research [10], new convolutional neural network namely HarDNet-MSEG is proposed for 

polyps segmentation. It achieves high results in both accuracy and speed of conclusions on five 
popular datasets (Kvasir-SEG, CVC-ColonDB, EndoScene, ETIS-Larib Polyp DB and CVC-Clinic 

DB). For Kvasir-SEG, HarDNet-MSEG provides 0.904 mean dice running on a GeForce RTX 2080 

Ti graphics processor. It is based on CNN HarDNet68, which has been successfully applied to a 

variety of CV tasks, including image classification, object detection, multi-object tracking, semantic 
segmentation, and more. 

In the research [11], new architectural neural network namely AG-CUResNeSt is proposed. It 

improves UNets using ResNeSt as its basis. The network is able to effectively combine multilevel 
functions to obtain accurate segmentation of polyps. Experimental results from five popular test data 

sets show that the proposed method achieves the highest accuracy compared to existing methods. 



In the research [12], there were detected that classic U-Net architecture has limiting in several 
aspects. That is why such modifications were applied: 1) an efficient CNN architecture was designed 

to replace the encoder and decoder, 2) a residual module was used to replace the connection gap 

between the encoder and the decoder for improvement based on the latest U-Net model. After these 

modifications, a new architecture was developed - DC-UNet, as a potential successor to the U-Net 
architecture. A new efficient CNN architecture was created and DC-UNet was built on this CNN. The 

model was evaluated on three data sets with complex cases and received a relative improvement in 

productivity of 2.90%, 1.49% and 11.42%, respectively, compared to the classic UNet. 
In the research [13] algorithm to fully automatized model for segmentation pixels’ polyps 

ResUNet ++ was suggested, which is an updated architecture ResUNet for colonoscopical images’ 

segmentation. Experimental estimates show that the proposed architecture gives good segmentation 
results in publicly available datasets. In addition, ResUNet ++ significantly outperforms U-Net and 

ResUNet, two key state-of-the-art deep learning architectures, achieving high scores with a dice 

coefficient of 81.33% and a mIoU of 79.27% for the Kvasir-SEG and dice coefficient 79.55% and 

mIoU 79.62% with CVC-612 dataset. 
The disadvantages of all these scientific articles are the limited research; usually scientists are 

stuck on one technology of parallelization or one of the methods of segmentation, without examining 

the subject area completely. Also, many of these studies are outdated because they use old hardware 
or old functionality of paralleling technologies. 

In addition to a review of scientific papers, the task is to investigate the existing analogues of 

information systems. A ready-made review of such information systems has already been found in 
network resources in [14]. 

7 software products were selected: 

1. The Pulmonary toolkit (Ptk) 

2. YaDiv 
3. NIH-CIDI Lung Segmentation Tool 

4. TurtleSeg 

5. MITK 
6. ITK-SNAP 

7. 3D Slicer 

Ptk is a set of programs for the analysis of three-dimensional medical images of the lungs and is 

intended only for the use of academic and research use. Requires MATLAB and a C ++ compiler for 
some functional components. 

TurtleSeg provides accurate 3D image segmentation based on the 2D Turtlemap algorithm. The 

software is not open source; however, it was provided as a 32-bit trial within 1 month of requesting 
the trial. 

MITK is a free, open source software system that combines the Insight Toolkit (ITK) and the 

Visualization Toolkit (VTK) with an application structure that provides multiple sets tools. 
ITK-SNAP is a software application that provides semi-automatic segmentation in three-

dimensional medical images using active contouring methods, as well as manual delimitation and 

image navigation. This is free open source software. 

3D Slicer is a software platform for the analysis and visualization of medical images, as well as for 
research in the field of managed image therapy. It provides registration and interactive segmentation 

and is free and open source software. 

In this study, Ptk showed the highest quality. 
The paper proposes a system that will differ from existing ones by the following criteria: 

1. Availability of many segmentation methods; 

2. Intelligent semantic segmentation, which is performed using a neural network that can be 
trained on different data sets - with different image sizes and different amounts of data; 

3. Parallelization of algorithms to achieve high processing speed; 

4. The system is designed for research, i.e. numerical experiments, and for general use. 

 
 



3. Formulation of the problem 

The task of this study can be divided into the following stages: 

1. Subject area analysis. This stage includes the study of existing scientific papers on this topic; 

ready solutions review of information systems; biomedical data study sets, their relevance, 
restrictions imposed on them, the format in which they are stored; determination of the initial 

data to be issued by the developed information system. 

2. Design of an information system that performs several tasks: accepts biomedical images, pre-
processes, segments them using the Otsu method, Sobel filter, watershed, k-means, performs 

semantic segmentation using a trained U-Net model CNN, for the latter provides as a result 

not only a segmented image but also estimates of the quality of this segmentation on the basis 

of the reference, compares the parallel methods relative to the consistent (all but semantic 
segmentation). 

3. CUDA technology research, its solution in research on this topic; review of mathematical and 

software that will be used in the development of information systems; software product 
testing and analysis of results. 

4. Materials and Methods 

The system developed in the work consists of several components that can be narrowed down to 

two main ones. The first is segmentation using the Otsu method, the Sobel filter, and the Canney 
boundary detector. This component, in addition to performing its functional tasks, is also needed to 

study the effectiveness of the use of CUDA in segmentation tasks [14]. To do this, you need to load 

the image, read it, perform the appropriate segmentation algorithm, output a segmented image and 
information about the time spent on serial and parallel algorithms, acceleration. The second 

component is a semantic segmentation, which is implemented using the UNet architecture. It requires 

downloading input data, reading images, pre-processing, training, issuing results on the network 

training quality and saving the model. Once the model is saved, the system can perform semantic 
segmentation quite accurately, on images from this data set, which previously it could not segment. 

The user is now able to download the image he wants to segment, and the system will output the 

segmentation result. 
The main idea of the Vinegar method is to find a threshold value that will minimize the variance 

within the class (variances weighted sum of two classes) (formula (1)). 

𝜎2𝜔(𝑡) = 𝜔0(𝑡)𝜎0
2(𝑡) + 𝜔1(𝑡)𝜎1

2(𝑡), (1) 
where 𝜔0, 𝜔1 – two classes possibility (object and tint), 𝑡 – class dividing threshold, 𝜎0

2, 𝜎1
2 – classes 

deviation. 

Weights calculation with L-histogram: 𝜔0(𝑡) = ∑ 𝑝(𝑖)𝑡−1
𝑖=0 ; 𝜔1(𝑡) = ∑ 𝑝(𝑖)𝐿−1

𝑖=𝑡 . 

Importantly, minimizing variance within one of the classes is the same as maximizing interclass 

variance (2). 

𝜎2(𝑡) = 𝜎2 − 𝜎𝜔
2(𝑡) = 𝜔0(𝜇0 − 𝜇𝑇)

2 +𝜔1(𝜇1 − 𝜇𝑇)
2 = 𝜔0(𝑡)𝜔1(𝑡)[𝜇0(𝑡) − 𝜇1(𝑡)]

2, (2) 

where 𝜇0(𝑡) = ∑ 𝑖𝑡−1
𝑖=0 ⋅

𝑝(𝑖)

𝜔0
, 𝜇1(𝑡) = ∑ 𝑖𝐿−1

𝑖=𝑡 ⋅
𝑝(𝑖)

𝜔1
, 𝜇𝑇 = ∑ 𝑖𝑝(𝑖)𝐿−1

𝑖=0 . 

Generalized algorithm: 
1. Calculate the histogram and probability of each intensity level. 

2. Set initial approximations 𝜔0 and 𝜔1. 

3. Passing all possible threshold values (this means from 1 to the maximum intensity), update 𝜔𝑖 

and 𝜇𝑖, calculate 𝜎2(𝑡).  
4. Maximal values 𝜎2(𝑡), recieved in the iteration process and is desired threshold values. 

The Sobel’s filter is a method of edge detection that uses a gradient. The Sobel’s filter works by 

calculating the image intensity gradient at each pixel within the image. It finds the direction of 

greatest increase from light to dark and the rate of change in this direction. The result shows how 



sharply or smoothly the image changes in each pixel, and therefore how likely it is that this pixel 
represents the edge. It also shows how this region is likely to be oriented. 

This edge selection algorithm is also a gradient method (uses a first-order derivative) and consists 

of five steps: 

Apply a Gaussian filter. 
Find the intensity gradient (Sobel filter). 

Apply non-maximum suppression. 

Apply a "double threshold". 
Trace the edges with hysteresis. 

Because edge detection results are easily affected by noise of different nature in the image, it is 

very important to filter out noise to prevent erroneous detection. (3) shows the equation for the size of 
the Gaussian filter core (2k + 1) × (2k + 1). 

𝐻𝑖,𝑗 =
1

2𝜋𝜎2
𝑒𝑥𝑝 (−

(𝑖−(𝑘+1))
2
+(𝑗−(𝑘+1))

2

2𝜎2
), 

 
(3) 

where 𝑖 is less or equal to 1, and 𝑗 is less or equal to (2𝑘 + 1). 
It is important to understand that the choice of Gaussian nucleus size will affect the performance of 

the detector. The larger the size, the lower the noise sensitivity off the detector. 

Non-maximum suppression is a technique of thinning the edges which is used to find places with 

the sharpest changes in intensity. Algorithm of each pixel on the gradient image: 

1. Comparison of the "force" of the current pixel edge with the pixel force level in the positive 
and negative directions of the gradient. 

2. If the edge strength level of the current pixel is the highest compared to other pixels with the 

same direction (for example, a pixel that is directed in the y direction will be compared to the 
pixel above and below it on the vertical axis), the value will be preserved. Otherwise, this 

value will be discarded. 

The previous three filters have been applied to the image to detect true edges, but there may still be 

noise or false edges along the edges. The two-threshold filter uses high and low thresholds in the 
image to identify strengths and weaknesses. If the pixel value is greater than the high threshold, it is 

marked as a strong edge, if the pixel value is less than the upper threshold but greater than the low 

threshold, it is marked as a weak edge, and if the pixel value is less than the low threshold, the pixel is 
completely discarded. This filter is used to eliminate the last residual noise. 

In addition to detecting boundaries, all four previous filters have filtered out the noise that was 

present in the image. Because there may be some edges that have been very heavily filtered, the 
hysteresis filter makes one last pass over the image and connects the edges that should have been 

connected. Using the strong boundaries defined by the double threshold filter, the hysteresis filter 

passes through the image using a 3x3 matrix that connects the weak boundaries adjacent to the strong 

boundaries. This re-establishes the boundaries that should have been detected, but were rejected by 
aggressive strong filtration. Upon completion of this filter, the boundary detection was performed 

properly. 

Semantic segmentation is the task of clustering parts of an image that belong to the same class of 
objects. It can be considered a prediction at the pixel level, because each pixel in the image is 

classified according to class. 

Deep neural networks are one way to solve this problem. 
The most important step is to train the network using a back propagation algorithm. 

This algorithm can be described by the following steps: 

Step 1. Initialization of all filters and parameters \ scales by random values. 

Step 2. The network takes the training image at the input, passes it on all layers and at the output 
gets the probability for each of the classes. 

Step 3. Calculate the total error on the source layers (sum for all classes): 

𝐸(𝑋, 𝜃) =
1

2𝑁
∑(�̂�𝑖 − 𝑦𝑖)

2

𝑁

𝑖=1

 



where 𝐸(𝑋, 𝜃) – is a mistake function, which determines the error between the desired output 𝑦𝑖 and 

calculated 𝑦
^

𝑖 neural network at the input 𝑥𝑖 for many pairs of inputs and outputs (𝑥𝑖
→
, 𝑦𝑖
→
) ∈ 𝑋 and 

parameter values 𝜃. 

Step 4. Use the error back propagation method to calculate the error gradients for all weights in the 

network and use the gradient descent (or variations) to update all parameters and weights to minimize 
the original error. For normal gradient descent: 

𝜃𝑡+1 = 𝜃𝑡 − 𝛼
𝜕𝐸(𝑋, 𝜃𝑡)

𝜕𝜃
 

or cut: 

𝜃 = 𝜃 − 𝛼 ⋅ 𝛻𝜃𝐸(𝜃). 
Step 5. Repeat steps 2-4 for all the images in training set. 

One of the most common architectures of convolutional neural networks for biomedical images 

semantic segmentation is UNet [16]. 
As a result, the main functionality of the information system is given in the Table 1. 

 

Table 1 
Main functionality of the information system 

Name Description 

Working with data The device receives an image input 
and outputs the processed image. 

Image pre-processing The system pre-processes the 
images according to the 
requirements of the method that will 
be used for its processing. 

Neural network training for 
semantic segmentation. 

The system trains the neural 
network on pre-processed input 
data, outputs metric values used to 
evaluate semantic segmentation, and 
a model with scales as a file. 

Semantic segmentation The system performs semantic 
segmentation of the image that 
came to the input, using a model 
that came out as a result of neural 
network training. 

Otsu method  The system performs 
segmentation using the Otsu method 
and gives the result of acceleration 
according to serial and parallel 
algorithms. 

Sobel filter The system performs 
segmentation using a Sobel filter and 
gives the result of acceleration 
according to serial and parallel 
algorithms. 

Canney boundary detector The system performs 
segmentation using a Canney 
boundary detector and outputs the 
acceleration result according to a 
serial and parallel algorithm. 

 



Each of the methods has a serial (performed on the host, scilicet CPU) and parallel (performed on 
the GPU) implementation. The output is a segmented image and acceleration. 

5. Numerical experiments 

The input data in the work is a set of images. There are data sets that are widely used for 

segmentation and are publicly available. These are sets of brain images – BRATS (brain tumor 
segmentation), ISLES (ischemic stroke lesion segmentation), mTOP (mild traumatic brain injury 

outcome prediction), MSSEG (multiple sclerosis segmentation), NeoBrainS12 (neonatal brain 

segmentation), MRBrainS (MR brain image segmentation) ). For the lungs – LIDC-IDRI (lung image 

database consortium image collection). For the liver – LiTSm (liver tumor segmentation), 3Dircadb 
(3D image reconstruction for comparison of algorithm database), SLIVER07. There are also prostate 

image datasets (PROMISE12 (prostate MR image segmentation), ASPS (automated segmentation of 

prostate structures)) and knees (SKI10 (segmentation of knee image)). 
These image sets have many advantages and disadvantages related to accessibility, relevance, 

software that can handle these sets, etc. The main requirement for the set of biomedical images in this 

work was the presence of masks – ground segmentation (ground truth), which would be needed to 
perform one of the work subtasks – semantic segmentation. The ISBI Dataset (from ISIC Challenge 

2016) was selected. The structure of these data is divided into three parts: training kit, validation kit 

and test kit. The training and validation kit includes 900 images of dermoscopic lesions and 900 

appropriate masks for them. The test set contains 379 such images and 379 corresponding masks [17]. 
Table 2 presents the acceleration of the parallel algorithm of the Otsu method according to the 

number of pixels fed to the input. 

It is important to note that acceleration is the ratio of the execution time of a parallel algorithm to 
the execution time of a sequential algorithm. In the case of the GPU used for research in this paper, 

the number of CUDA cores is 96. 

Table 2 
Results and comparative characteristics of serial and parallel Otsu algorithm 

Image type 
The execution time 
of the sequential 

algorithm (ms) 

The execution time 
of the parallel 
algorithm (ms) 

Acceleration 

mri (256x256) 3.1 1.05 3 
ct scan(512x512) 16.4 1.64 10 

color doppler 
(768x576) 

27.2 2.29 11.9 

xray(2916x2583) 312.2 16.49 18.9 

 
The results for the Sobel filter are presented in Table 3.  

 

Table 3 
Results and comparative characteristics of serial and parallel Sobel filter algorithm 

Image type 
The execution time 
of the sequential 

algorithm (ms) 

The execution time 
of the parallel 
algorithm (ms) 

Acceleration 

mri (256x256) 2.0 0.4 5.1 
ct scan(512x512) 15.3 1.1 13.4 

color doppler 
(768x576) 

13.3 1.8 7.4 

xray(2916x2583) 229.1 27.3 8.4 

 
The results for the Canney boundary detector are presented in Table 4. 

 



Table 4 
Results and comparative characteristics of the sequential and parallel algorithms of the Canney 
boundary detector 

Image type 
The execution time 
of the sequential 

algorithm (ms) 

The execution time 
of the parallel 
algorithm (ms) 

Acceleration 

mri (256x256) 21.25 4.62 4.6 
ct scan(512x512) 78.25 10.55 7.4 

color doppler 
(768x576) 

102.1 16.35 6.2 

xray(2916x2583) 2388.39 270.34 8.8 

 
In the research [17] is showed that parallelization efficiency is not a good metric when using 

parallelization on GPUs, because they have a very high number of cores, which significantly reduces 
the efficiency. You can increase efficiency by increasing the complexity of the task and the amount of 

data, but this requires a large amount of memory, which is not available on conventional hardware, to 

achieve maximum parallelization results. Therefore, in this study, the main metric of parallelization is 

acceleration. 
The Unet neural network is implemented in Python using various libraries, including Pytorch. First 

of all there is a stage of training. To do this, you need to divide the data set into test, validation and 

training, reduce the image in each of the sets to the same size, conduct a preliminary installment. 
Unless otherwise specified from the command line, the default number of training epochs is 5, 

learning_rate 0.01, the CUDA accelerator [18] is used, and binary cross-entropy is used as a loss 

function because class 2 (malignant and benign tumors). After each epoch, the model obtained as a 

result of training is stored in a separate folder, and data on the Sorensen index are displayed. After 
training the network in the folder with check points, you can choose the model that best fits the 

Sorensen index, which in fact indicates a loss. 

After that, the network is ready for use and with the selected model you can perform semantic 
segmentation of one or more images. Figure 2 shows an example of performing semantic 

segmentation using a neural network. Figure 3 shows the reference segmentation for the input image. 

It is visually noticeable that the network works quite accurately. Thirty numerical experiments were 
performed on the trained model and the Sorensen index averaged 0.41. Figure 1 shows a graph of 

changes in the value of segmentation estimation according to each epoch of neural network training. 

From this we can conclude that as the value of the Sorensen index decreases, the so-called "losses" in 

neural network training, which means that the accuracy of segmentation increases during training, and 
losses approach 0. Table 5 presents a comparative characteristic of serial and parallel algorithms Unet 

neural network training. 

 

 
Figure 1: Changes in the value of the Sorensen index during neural network training in validation 
intervals (estimation of segmentation during validation) 



 

Table 5 
Results and comparative characteristics of sequential and parallel training algorithms of the Unet 
neural network 

The execution 
time of the 
sequential 

algorithm (ms) 

The execution 
time of the 

parallel 
algorithm (ms) 

Acceleration 

Reliability (Sorensen 
index), average value 

for numerical 
experiments 

Reliability (Sorensen 
index), the value 
obtained during 
validation during 

training 

1502004.3 240001.6 6.26 0.41 0.451 

 

 
Figure 2: Example of semantic segmentation using Unet 

 
Figure 3: Reference segmentation for experimental imaging 
 

Also with the help of PyQt5 [19] the graphical interface of the developed system was 
implemented. 

Accelerations of parallel algorithms are quite high, sometimes more than 10 times. Further 

research on this topic is to increase the amount of input for parallelization to increase the use of GPU 

resources. Also, one of the elements of further research should be the comparative characteristics of 
the program on different hardware, as well as the use of other technologies such as OpenCL, 

OpenMP, MPI and compare the efficiency and acceleration of ready-made solutions with them. 



6. Conclusions 

Image segmentation in medicine is a challenge that needs new and better solutions over time. It is 

relevant because it helps to identify the basic structures of the human body with the help of images 

that represent them, which increases the accuracy and speed of diagnosis and reduces the risks to 
human life and health. The number of biomedical images is constantly growing, the size and 

resolution of such images is also increasing. This leads to the need for large computing and hardware 

resources if you use sequential algorithms. This problem can be solved or minimized by using parallel 
algorithms on GPUs. 

The paper develops an information system that performs various tasks of image segmentation in 

medicine, and obtained positive results: the Sorensen index for semantic segmentation is 

0.45103438198566437 (this value can be considered analogous to the loss metric), and the 
acceleration of algorithms in some cases exceeds 10 times. Further ways to explore this topic may be 

new datasets, other more sophisticated image segmentation techniques, attempts at using other neural 

network architectures for semantic segmentation, enhancing functionality, and optimizing existing 
parallelization solutions. 

In the perspective of further research, it is necessary to investigate the impact of improving image 

quality by methods from [20-22] on the basis of parallel calculations to improve the accuracy of the 

system. 
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