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Abstract  
Healthy eating is the cause of longevity. Rational consumption of products will help achieve 

high efficiency and activity throughout life. To improve the quality of your life, you do not 

need to read dozens of books and delve into medicine. Just use intelligent systems. Today, 

there are many different approaches to solving the problem of diet control in a fleeting world. 

The need for research on healthy eating in modern conditions is crucial to improving the 

physical condition of different age groups. After all, non-compliance with the basic rules 

reduces life expectancy and provokes the emergence of non-communicable diseases of various 

types: cancer, cardiovascular disease, and diabetes. The main goal is to create a system whose 

main task will help the end-user follow a healthy diet. The primary skills of the system include 

the ability to recognise dishes, read barcodes, decompose a dish into a set of ingredients, 

calculate calories, and calculate the energy value consumed per day. 
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1. Introduction 

Proper nutrition is one of the conditions for longevity and healthy living. After all, most health 

problems are related to what we eat. By following simple rules of healthy eating, we will feel much 

better. However, it is pretty challenging to track your diet daily because the day of an ordinary person 

is usually quite busy, and there is no place to calculate the caloric content of foods and monitor your 

diet. Moreover, you need to stabilise your diet and determine your diet to get the most out of constant 

physical activity. Therefore, creating a system that automates these processes is necessary for today’s 

reality. The main goal is to create a system whose main task will help the end-user follow a healthy 

diet. The primary skills of the system must be the ability to recognise dishes, read barcodes, decompose 

a dish into a set of ingredients, calculate calories, and calculate the energy value consumed per day. 

2. Related works 

A team of researchers from the University of Massachusetts has developed a neural network that 

can make a list of ingredients and form a recipe for food [1]. The input data for the system’s operation 

are images of a predetermined format [2-7]. The authors have created an open database of about a 

million different subject images to teach the system. The database was formed by collecting information 

from open sources [8-9]. The basis for this approach is culinary sites and access to food service 

databases. The article [1] follows that the neural network works on the principle of joint embedding: it 
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divides images into vectors with products or ingredients [10-14]. The neural network compares the 

formatted input image with the most similar picture of the recipe [15-17], which is compared with the 

input element under the influence of linear transformation [18-25]. 

The researchers used the neural network in actual conditions and compared the available results of 

the system with those that people themselves gave in a random survey. Under these conditions, the 

accuracy of the neural network is 83.6%, while the survey showed that the accuracy of recognition of 

products included in the dish is 81.6% [1]. Photographs with food are widely used in food magazines 

and social networks to share gastronomic experiences [26-30]. Many of these images were taken in 

restaurants. Recognition of dishes, in general, is challenging [31-36] due to different national dishes, 

varieties, cooking styles, and the inherent complexity of modelling food from its visual appearance [37-

38]. First, you need to adapt the photo frame based on the rejection of unlikely categories [39-41] 

located far from the test image. Then, reformulate the problem using a probabilistic model that 

combines dishes, restaurants, and places [42-55]. This model is used in three different tasks: food 

recognition, restaurant recognition, and space improvement [56-60]. 

3. Methods and Materials 

To build a goal tree, we connect all the system’s goals. After that, we will select the main goal, 

which will serve at the top of the tree and the subordinate objectives of the first and second levels. The 

primary purpose of the developed system is to create an information system of dynamic and adaptive 

control of the human diet based on machine learning. To achieve this goal, you need to analyse the 

subject area, design the system and work on the implementation. The goal tree shown in Figure 1 allows 

you to create a compelling and complete hierarchical structure by decomposing the primary goal. 

Creating an information system of dynamic and 

adaptive control of human diet based on machine 

learning

Subject area analysis System design System implementation
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Figure 1: Goal tree 

 

The subject area analysis allows you to analyse the current market situation, explore methods that 

will enable you to solve specific problems, etc. At the design stage, the necessary functions of the 

system are prioritised, and structural approaches are formed. At the maintenance, the scene is 

implementing the already researched and designed solution in an existing information system. It is 

known that according to the level of automation, information systems are divided into information 

retrieval, information reference, information management and intelligent information systems and 

decision support systems. To select the appropriate type of information system, we use the hierarchy 



analysis method. As alternatives, we choose four types of information systems: information retrieval 

(A1), information retrieval (A2), decision support system (A3) and intelligent information retrieval 

system (A4). The type definition of the information system will be evaluated to 6 characteristics of the 

novelty of the developed product (K1), recognition quality (K2), the flexibility of implementation (K3), 

productivity (K4), and speed (K5) and ease of use (K6). We use the relative importance scale of 

priorities to calculate the expert assessment presented in table 1. 

 

Table 1 
The scale of the relative importance of priorities 

Values High-quality characteristics 

1 Equivalent elements 
2 Insignificant priority 
3 Weak priority 
4 Moderate priority 
5 Significant priority 
6 Essential priority 
7 Strong priority 
8 Very strong priority 
9 Unconditional priority 

 

We depict the relative importance of one criterion compared to others in the matrix of comparisons 

of characteristics in Figure 2. 

 
Figure 2: Matrix of comparisons of characteristics 

 

We calculate the correct number using formula 1: 

PN = √∏ 𝑎𝑖𝑗
𝑛
𝑗=1

𝑛
, (1) 

Calculate eigenvectors using formula 2: 

EV = 
𝑤𝑖

∑ 𝑤𝑖
𝑛
𝑖=1

, (2) 

where wi is properly number, ∑ 𝑤𝑖
𝑛
𝑖=1  – the sum of correct values for a specific criterion.  

We compile matrices of pairwise comparisons of the created alternatives A1, A2, A3, A4 for each 

of the criteria and the corresponding goal in Figure 3 – Figure 6: 

a) b)  

Figure 3: Matrix of pairwise comparisons for criteria a) "novelty" and b) "quality" 
 

a)  b)  

Figure 4: Matrix of pairwise comparisons for criteria a) “flexibility” and b) “productivity” 
 

а) b)  

Figure 5: Matrix of pairwise comparisons for criteria a) "speed" and b) "convenience" 
 

C1 C2 C3 C4 C5 C6 PN EV

C1 1,00 1,50 1,17 1,20 1,33 1,25 1,33 0,10

C2 3,00 1,00 1,20 1,25 1,50 1,33 1,50 0,11

C3 7,00 6,00 1,00 3,00 5,00 4,00 3,99 0,29

C4 6,00 5,00 1,50 1,00 4,00 3,00 2,98 0,22

C5 4,00 3,00 1,25 1,33 1,00 1,50 1,79 0,13

C6 5,00 4,03 1,33 1,50 3,00 1,00 2,26 0,16

A1 A2 A3 A4 PN EV

A1 1,00 1,50 3,00 5,00 2,41 0,27

A2 3,00 1,00 5,00 6,00 3,51 0,39

A3 1,50 1,25 1,00 3,00 1,71 0,19

A4 1,25 1,20 1,50 1,00 1,40 0,16

A1 A2 A3 A4 PN EV

A1 1,00 1,50 1,25 3,00 1,71 0,19

A2 3,00 1,00 1,50 5,00 2,41 0,27

A3 5,00 3,00 1,00 6,00 3,51 0,39

A4 1,50 1,25 1,20 1,00 1,40 0,16

A1 A2 A3 A4 PN EV

A1 1,00 1,50 1,25 3,00 1,71 0,19

A2 3,00 1,00 1,50 5,00 2,41 0,27

A3 5,00 3,00 1,00 6,00 3,51 0,39

A4 1,50 1,25 1,20 1,00 1,40 0,16

A1 A2 A3 A4 PN EV

A1 1,00 1,50 3,00 5,00 1,71 0,19

A2 3,00 1,00 5,00 6,00 2,41 0,27

A3 1,50 1,25 1,00 3,00 3,51 0,39

A4 1,25 1,20 1,50 1,00 1,40 0,16

A1 A2 A3 A4 PN EV

A1 1,00 3,00 1,20 5,00 2,12 0,23

A2 1,50 1,00 1,25 2,00 1,71 0,18

A3 6,00 5,00 1,00 6,00 4,16 0,44

A4 1,25 1,50 1,20 1,00 1,40 0,15

A1 A2 A3 A4 PN EV

A1 1,00 3,00 5,00 6,00 3,51 0,39

A2 1,50 1,00 3,00 5,00 2,41 0,27

A3 1,25 1,50 1,00 3,00 1,71 0,19

A4 1,20 1,25 1,50 1,00 1,40 0,16



a)  b)  

Figure 6: Matrix a) pairwise comparisons of the main goal and b) comparison of alternatives 
 

We create a matrix of alternatives comparisons and identify the information system type. The matrix 

of comparison of other options is shown in Figure 6b. Thus, the hierarchy analysis method is the chosen 

information system to support decision-making. 

4. Experiment 

To develop and maintain an ontology describing the recommended system for monitoring the energy 

value of consumer food products based on machine learning technology, we use the standard that is part 

of the IDEF family in software development - IDEF5. IDEF5 method is an ontology by collecting 

statements about natural objects, their properties, and relationships and presenting this content 

intuitively and naturally reflecting the human perception of a particular area. 

There are unique ontological languages to carry out the process of building IDEF5 ontologies: 

1. Schematic language is a graphic language that is specifically designed to present primary data 

in the form of ontological information. This language allows you to naturally offer basic information 

about the initial development of the ontology and supplement existing ontologies with new data [61-

67]. This language will enable you to build various charts and diagrams in IDEF5. The purpose of 

graphs is to use visualisation to present basic ontological information. 

2. Revisions and clarifications are a structured text language that allows you to describe the 

ontology elements in detail. 

So, let us construct a classification chart using schematic language. Figure 7 shows a diagram of the 

classification of nutrients. As you can see, organic nutrients are made up of proteins, fats and 

carbohydrates. We believe that this classification within the system is necessary because a living 

organism cannot live and die without them. 

а) 

Nutrient

Proteins Fats
Carbohydr

ates

 b) 

Meal

Breakfast Lunch Supper

 

  

Figure 7: Diagram of classification of a) nutrient and b) meal 
 

Figure 7b shows a diagram of the type of food intake. Each meal takes place in a different time 

range, so we use such categories as breakfast – early meal, lunch – midday meal, supper – a meal in the 

final phase of the day. 

Any dish can be classified in the classification system because it is necessary to determine to which 

category the object that the user photographed with the lens of his smartphone belongs. Therefore, we 

distinguish the following dishes: main, sweet, salad, snack and drink. This classification is given in 

Figure 8a. Input resource – an object of the outside world with which the system works. We highlight 

the image with which the system can work with the dish, break it down into ingredients, and count each 

element’s calories that have undergone decomposition. The input also includes a barcode that allows 

the system to have information about the food composition without working with the product directly. 

Figure 8b presents a diagram of the classification of input resources. 

A1 A2 A3 A4 PN EV

A1 1,00 1,50 1,25 1,20 1,40 0,16

A2 3,00 1,00 1,50 5,00 2,41 0,27

A3 5,00 3,00 1,00 6,00 3,51 0,39

A4 6,00 1,25 1,20 1,00 1,71 0,19

C1 C2 C3 C4 C5 C6

0,1 0,11 0,29 0,22 0,13 0,16

A1 0,27 0,19 0,19 0,19 0,23 0,39 0,24

A2 0,39 0,27 0,27 0,27 0,18 0,27 0,28

A3 0,19 0,39 0,39 0,39 0,44 0,19 0,33

A4 0,16 0,16 0,16 0,16 0,15 0,16 0,16

Generalization



а) 

Dish

Main Sweet Salad Snack Drink

 b) 

Input 
resource

Image Bar code

  

Figure 8: Classification chart of a) dishes and b) input resources 
 

In the next step, we build a compositional scheme, which is shown in Figure 9: 

 

Ingredient

Dish Nutrient

Organic 
substances

Inorganic 
substances

Proteins Fats
Carbohydrate

s

   
Figure 9: Compositional scheme 

 

Next, we will show you some state transition diagrams to show the transition from one object to 

another. Figure 10 shows the transition from one state to another: 

а) 

Ingredient
Energy 
value

Perform 
decomposition

 b) 

Breakfast Lunch

Time interval pasts

  

Figure 10: State diagram with a) “Perform decomposition” and b) “Time interval pasts” process 
 

Process concept. After successful authorisation and authentication, the user sees the main page, 

which displays information for the current day: how many calories are consumed and how many you 

still need to get to comply with the norm, what foods are consumed, etc. To recognise a dish, the user 

must hover over the dish, take a photo and send it to the server where the recognition process occurs, 

using the available dataset. In case of failed recognition, similar options will be displayed. If they do 

not match, then to improve the system, the user can enter the necessary data and simplify the use of the 

application in subsequent attempts to recognise. The dish is broken down into ingredients, and the 

approximate total caloric content is calculated. The result is displayed on the user’s home page. The 

user can also monitor daily progress, which is shown in graphs based on daily statistics collected. The 



first time you run the IP, the user enters the necessary information to simulate his regular daily routine, 

which will be the basis for sending specific messages in case of deviation and reminding about the 

missed stage (for example, reminding the user that he missed breakfast). The stability and accuracy of 

the IP are proportional to the frequency of its use. If you use the system daily, its recommendations and 

tips will be more relevant. The combined scheme is given in Figure 11: 

Dish

Product

O Ingredient

Nutrition

Bar code

Tips

History

Recomme
ndation

Data 
gathering

O

&

Read 
information

Determine the energy 
value

History analysis

&

Make 
recommendations

 
Figure 11: Combined scheme 

 

The implementation of IDEF0 diagrams was chosen to detail the structure of the information system. 

The conceptual model of the process “Product recognition and diet control” is shown in Figure 12. 

The input parameters for the full functioning of the system are data on the caloric content of products, 

data on dishes, a dataset with images, user features (set in the settings) and an authorised profile for 

access to the API with barcodes. One of the key parameters influencing the formation of advice and a 

consumption plan is dietary norms. The initial result of the whole system can be the final calculation of 

calories and the establishment of recommended theses on nutrition and diet. 

Recommended system for monitoring the energy value of 

food products

Dietary rules

Data on caloric content of 

products

Data on dishes

Dataset

User features

API with barcodes

Calculation of caloric content of the 

product

Consumption recommendations

 
Figure 12: Conceptual model of the “Product recognition and diet control” process 

 

The following steps are to build hierarchies of lower-level processes. Figure 13 shows the 

decomposition diagram of the first level of the “Product recognition and diet control” process. 



Product recognition

Determining the 

energy value of 

products

Maintaining statistics

Formation of dietary 

advice

Dataset

Data on dishes

Recognized elements

History of nutrition

Consumption 

recommendation

Calculation of caloric content of the 

product

Dietary rules

Data on caloric content of products

API with barcodes

 
Figure 13: Decomposition of the first level of the “Product recognition and diet control” process 

 

Figure 14 shows the decomposition diagram of the second level of the process “Product 

Recognition”: 

Get barcode data

Recognize the object

Break the dish into 

ingredients

Engage the user in 

recognition

Bar code

Picture of a 

dish

Difficult to recognize elements

Recognized elements

Датасет

Data on dishes

 
Figure 14: Decomposition of the second level of the “Product Recognition” process 

 

Figure 15 shows the decomposition diagram of the second level of the “Determination of energy 

value of products” process: 

Match foods - calories

Get calories from the 

barcode

Recognized elements

Calculation of 

caloric content of 

products

Data on caloric content of 

products

API with barcodes

 
Figure 15: Decomposition of the 2nd level of the “Determination of energy value of products” process 

 



Figure 16 shows the decomposition diagram of the second level of the “Maintaining Statistics” 

process: 

Create a popularity 

rating

Generate dietary 

advice

Formation of dietary 

advice

List of most used 

products and dishes

Dietary improvement data

User features

Dietary rules

Consumption recommendation

 
Figure 16: Decomposition of the second level of the “Formation of dietary advice” process 

 

Figure 17 shows the decomposition diagram of the third level of the process “Recognise the object”: 

Recognize barcodes in 

real time

Send object to server

Take a photo of the 

dish

Barcode values

Bar code

Picture of a dish

Image
 

Figure 17: Decomposition of the third level of the “Recognise the object” process 
 

Figure 18 shows the decomposition diagram of the third level of the “Break the dish into ingredients” 

process: 

Carry out clustering

Investigate the 

probabilities of 

coincidences

Process data

The result of clustering

Recognition relationshipData on dishes

Picture of a dish

Recognized elements

Dataset
It is difficult to recognize the elements

 
Figure 18: Decomposition of the third level of the “Break the dish into ingredients” process 

 



Figure 19 shows the decomposition diagram of the third level of the process “Get data on the 

barcode”: 

Send a request to the 

open API

The result of the query

Process the result

Bar code

Recognized elements

 
Figure 19: Decomposition of the third level of the “Get barcode data” process 

 

Figure 20 shows the decomposition diagram of the third level of the “Involve the user in recognition” 

process: 

Ask the user to enter 

the required data

Save the entered data

Update dataset

Updated data

Recognition relationship

It is difficult to 

recognize the elements

Recognized elements

 
Figure 20: Decomposition of the third level of the “Involve the user in recognition” process 

 

Figure 21 shows the decomposition diagram of the third level of the process “Match foods - 

calories”: 

Generate total calories

Get the caloric content 

of foods that are not in 

the database

Bring the data to a 

normalized form

Unknown products

Recognized elements

Caloric content of new 

products

Calculation of caloric content of 

the product

Total calories
Data on caloric 

content of 

products

 
Figure 21: Decomposition of the third level of the “Match foods - calories” process 

 

Figure 22 shows the decomposition diagram of the third process level “Get calories from the 

barcode”. Figure 23 shows the decomposition diagram of the third level of the “Update History” 



process. Figure 24 shows the decomposition diagram of the third level of the process “Update neural 

network dataset”. 

Send data to the server

Calculate the result

Bring the data to the 

standard view

Response from the server

Unstructured data

Recognized elements

Calculation of caloric content of the 

product

API with barcodes

 
Figure 22: Decomposition of the third level of the “Get calories from the barcode” process 

Supplement the data 

with additional 

information

View diet

Update information

Completely filled data

Updated diet and intake

Calculation of caloric content of the 

product

History of nutrition

 
Figure 23: Decomposition of the third level of the “Update History” process 

Input object model 

transformation

Create a new dataset

Conduct neural 

network training

Transfer dto

Formed dataset

Calculation of caloric content of the 

product

Learning outcome

Log in for changes

 
Figure 24: Decomposition of the third level of the “Update neural network dataset” process 

 



Figure 25 shows the decomposition diagram of the third level of the “Create a popularity rating” 

process: 

Form categories

Categorize consumed 

products

Print the result

Grouped history

Normalized data

History of nutrition

List of most used products and dishes

 
Figure 25: Decomposition of the third level of the “Create a popularity rating” process 

 

Figure 26 presents a diagram of the decomposition of the third level of the “Generate advice on 

change” process. 

History analysis

Bringing history to 

standard forms

Formation of the result

Analyzed history

Processed data

List of most used 

products and dishes
The norm of the diet

Dietary improvement data

 
Figure 26: Decomposition of the third level of the “Generate advice on change” process 

 

Figure 27 shows the decomposition diagram of the third level of the “Filtration according to 

preferences” process: 

Bringing history to 

standard forms

Determining the best 

for the current period

Modified diet

User features

Dietary improvement data

Consumption recommendation

 
Figure 27: Decomposition of the third level of the “Filtration according to preferences” process 

 

Based on IDEF0, we will build a hierarchy of processes that affect the system’s performance. In the 

All Fusion Process Modeller environment, we will generate a prototype of the already created order. 

The result is shown in Figure 28: 



Product recognition

Determining the 

energy value of 

products

Maintaining statistics
Formation of dietary 

advice

Recommended system for monitoring the energy value of food products

1. Recognize the object

2. Break the dish into 

ingredients

3. Get barcode data

4. Engage the user in 

recognition

1. Put in line with foods - 

calories

2. Get calories from the 

barcode

1. Update history

2. Update the neural 

network dataset

1. Create a popularity 

rating

2. Generate advice on 

change

3. Filtration according to 

preferences

 
Figure 28: Hierarchy of processes (functions, tasks) 

 

To understand how external forces affect our system, we will conduct a PEST analysis: The results 

are presented in the form of a matrix and are shown in table 2. We describe the information system as 

an ordered sequence of events with the simultaneous placement of objects directly related to the 

modelling process. The decomposition diagram is given in Figure 29. 

 

Table 2 
PEST – analysis 

(P) Political (Е) Economic 

Tax policy 
Course on digitalisation of processes 

Settlement of hostilities 

Exchange rate 
Unemployment rate 

Income level of the population 
(S) Social (Т) Technical 

The duration of the cult of a healthy lifestyle 
Development of diet control habits 

Population growth rates 
“Standards” of beauty are accepted by society 

Development of innovations and technologies 
Introducing a new generation of mobile communications 

Sent photo

Researched 

photo

Barcode sent

Update diary

Get the caloric content of 

the product

Fill in unrecognized 

products

Update unrecognized 

items

Investigate the diet for 

rationality

Display notifications 

about calories consumed 

during the day

Remind about missed 

meals

Write information 

to the database

Return to the main 

page

Х

&

Х O

 
Figure 29: Decomposition diagram of the system in IDEF notation 

 



Thus, the topic’s relevance is confirmed by the massive demand for similar systems of similar scale 

in the market of mobile applications [67-78]. The number approves of downloads on different 

platforms. The subject area was carefully researched, and ontologies were created following the 

standard of ontological research IDEF5 (Ontology Description Capture). The system’s primary goal is 

established, and its decomposition is carried out at different hierarchical levels. The method based on 

the IDEF0 hierarchy is specified. Within this structural methodology, there is a context diagram and its 

decomposition into three groups of scale. Based on the order, the structural content of the existing 

processes of the system is shown. The PEST analysis identified aspects of the external environment that 

affect the developed system. In Fig. 30 shows a block diagram of the methodology used in this study. 

First, the process of recognizing food images is based on a model for which the Food-500 dataset was 

used, which has 500 categories of dishes and 399,726 images. The image of the dish is processed by 

the method for determining the dish. To recognize a dish, it is necessary to decompose the image, which 

includes the detection of descriptors of recognized foods. Once the food names and descriptors are 

identified, the recognized products are ready for the next steps of the system algorithm. Thus, the end 

result is a product image, standardized with unique descriptors, which will count calories and output 

the energy content of the dish to the end user. To teach the deep learning model to recognize food, we 

first needed to pre-process the image manually. The main purpose of the pre-processing stage is to 

create an image of the product with the appropriate caption. The result of this step will be needed for 

the controlled learning of the deep learning model. Usually the simplest approach to creating such 

images is to label each image with one food class (food name) and teach the deep learning model so 

that it returns the product name as a result of providing the image to the ingredient as an input parameter. 

Because products often overlap on plates, and drinks can interfere with other items, we label each 

product at the pixel level. This means that the result of this step is a new image with the same width 

and height as the input image, with only one channel and not the three channels used in RGB images. 

This label image contains the class prediction for each individual pixel. Because creating such images 

without significant errors is a troublesome, non-trivial task, it is one of the main obstacles when trying 

to develop a solution for pixel classification. 

Machine learning 

model
Food classes

Descriptive part Classification partProduct ID

Product category
Product category

Further 

processing

Category of dish

 
Figure 30: Block diagram of segmentation and image recognition 

 

We trained the model to recognize food using deep convolutional neural networks that work similar 

to human vision. In particular, we used fully convolutional networks (FCN) for adaptive learning based 

on research [79-93] and represent the current level of semantic segmentation. This process segments 



the input image into individual parts and then classifies each part into an output class; the network does 

this by performing a pixel-level classification. Therefore, the FCN outputs a pixel map instead of a class 

text label, and this pixel map contains model predictions for each individual pixel of the input image, 

not just one prediction for the entire image. This is important because it is the most accurate way to 

describe all the foods presented in one image. It took about 35 hours to learn the deep learning model. 

However, the classification of a single image takes much less time and computing power, making it 

possible to use deep learning models even in mobile applications. Once the training was completed the 

model was run once on a subset of the test. The essence of the developed model is to identify and 

recognize specific characteristics in images to apply them to a specific area. Visually, the process of 

recognizing the products of the system can be seen in Fig. 31. The figure clearly shows how the model 

distinguishes the object under study in the image from extraneous noise. 

 
Figure 31: Classification of ingredients (original image - isolated ingredients - intended ingredients) 

 

In order to measure the effectiveness of the learned model of deep learning, we used formulas that 

often serve as a guide to quality for fully convoluted semantic segmentation networks. Measurements 

are based on standard pixel accuracy and cross-sectional (IU) measurements, including the following: 

𝑅𝑒𝑐𝑜𝑔𝑛𝑖𝑡𝑖𝑜𝑛 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
∑ 𝑛𝑖𝑖𝑖

∑ 𝑡𝑖𝑖
 (1) 

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
1

𝑛𝑐𝑙
∑

𝑛𝑖𝑖

𝑡𝑖
𝑖

 (2) 

𝐼𝑛𝑡𝑒𝑟𝑠𝑒𝑐𝑡𝑖𝑜𝑛 𝑡ℎ𝑟𝑜𝑢𝑔ℎ 𝑡ℎ𝑒 𝑢𝑛𝑖𝑜𝑛 =  
1

𝑛𝑐𝑙
∑

𝑛𝑖𝑖

(𝑡𝑖 +  ∑ 𝑛𝑗𝑖 −  𝑛𝑖𝑖)𝑗
𝑖

 (3) 

𝑊𝑒𝑖𝑔ℎ𝑡𝑒𝑑 𝑟𝑒𝑐𝑜𝑔𝑛𝑖𝑡𝑖𝑜𝑛 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 = (∑ 𝑡𝑘

𝑘

)−1 ∑
𝑡𝑖𝑛𝑖𝑖

(𝑡𝑖 +  ∑ 𝑛𝑗𝑖 −  𝑛𝑖𝑖)𝑗
𝑖

 (4) 

where ncl is the number of different classes of the trained model, nlj is the number of pixels of the class 

i for which the possibility of belonging to the class is provided j, ti is the total number of pixels of the 

class і [79-93]. 



The learning results of the model are shown in Table 3: 

 

Table 3 
The learning results 

Name 
Recognition 
accuracy,% 

Average 
accuracy,% 

Intersection through 
union,% 

Weighted recognition 
frequency,% 

Training 93 81 72 89 
Validation 90 65 55 84 

Testing 92 70 61 87 

 

As expected, the model's performance is better on the training subset than on the other two subsets. 

However, the difference is not significant, which means that the model has mastered features that are 

well generalized. It is important to note that this performance was measured for all classes - this includes 

different times of the day (day and night) and different backgrounds on which the image of the dish is 

found. Because the subset of testing contains images new to the deep learning model, we consider the 

results of this subset to be the most representative of actual performance. From these results, we chose 

pixel accuracy as the final quality measure, as this measure is similar to the accuracy of classification 

in traditional convolutional neural networks, which classify the whole image into one class. The 

difference is that instead of calculating the accuracy at the image level, it is calculated at the pixel level. 

As can be seen from Table 3, the accuracy of the model of deep learning is at a high level, which 

indicates a willingness to implement this model in real conditions. 

The software product is designed based on three levels of architecture, which consist of the following 

levels - presentation, business logic and database access. Figure 32 shows a visualisation of the system 

architecture, the relationships between the layers and the related technologies for implementation. 

View Level

Business logic level

Data access level

Database

 
Figure 32: System architecture 

 

It is worth noting that the sequence of layers is appropriate and constant. The level of representation 

“knows” only about the existence of business logic. In turn, business logic interacts with the level of 

expression and access to the database. The database access level brings the results to specific objects 

and sends the result to a higher level using the scripting language and the specified connection. The 

advantages of this architectural solution are: 

• Code maintenance and support is each level is independent, so changes in one class do not lead 

to changes in another; 

• Flexibility is each level can be managed and scaled separately; 

• Reuse is independence allows you to use levels within different systems; 

• Faster development process is various specialists can deal with specific areas: front-end 

specialists is representation group. Back-end engineers - the introduction of business logic; database 

administrators is develop a database model. 



The work of architecture is the following way. The user performs a set of operations that lead to a 

request to the server. Within the presentation level, projects are exchanged via the REST interface. A 

request comes from the mobile device and goes to the appropriate controller. The proper method of the 

controller calls the object from the level of business logic and instructs it to perform tasks. The business 

logic layer calls an object from the database access level to connect to the database to retrieve data. The 

last group forms the language of the scripts that are executed for a given database. After processing the 

data at each level (top-down), the response is returned to the controller. The result of the processing is 

sent using the HTTP protocol with the corresponding status code on the development of the operation. 

The information is provided to the user to process the body of the response that the device received 

from the server part. Let’s start with a description of the database directly related to the lowest level 

and is the central place to store data within the system. The database satisfies the 3NF requirements and 

consists of the following tables: Users, Roles, Genders, Meals, MealTimes, Ingredients and Measures. 

The scheme is shown in Figure 33: 

 
Figure 33: Database schema 

 



The following relationships have been established between entities: 

• between Roles and Users - 1: N, as many users can register with a shared role; 

• between Genders and Users - 1: N, as one gender can belong to many users; 

• between Users and Meals - 1: N, because one user can create many unique dishes that differ in 

image, UPC, consumption time, etc.; 

• between MealTimes and Meals - 1: N, because, for example, many dishes can be 

breakfast/lunch/dinner; 

• between Ingredients and Meals - N: N (with intermediate table MealIngredients), because one 

ingredient can be in several dishes and vice versa - one dish can consist of many components; 

• between Ingredients and Measures - 1: N, which is true: one ingredient can be measured in 

grams, tablespoons, etc. 

Database-level validation was created during development, which will not allow you to create a 

tuple if the required field is empty or the length of the area exceeds the allowable limits. Figure 34 

shows an example of conditions that ensure efficient use of the system. Validation measures of this type 

help to reduce the size of the database and get rid of empty entries shown in the table at a distance. 

 
Figure 34: An example of “User” table validation  

 

The database is directly related to the level of access to the data. This level has a connection that 

allows you to connect to a database server that will run scripts in the future. 

Because this system is highly dependent on the database, Dapper was chosen as the main ORM. The 

implementation of this package will allow you to directly write scripts in the code that the database 

server will process. The business logic level performs the basic operations within the system: saving 

files, bringing objects to a specific look, sending requests to open APIs, etc. There are two types of 

interlayer objects within a system: transport objects and model representations. Transport objects are 

identified with a specific database model, and model representation is a collection of many models and 

is an alternative to using temporary tables in the SQL standard. 

The presentation level consists of a project in which the code for the user interface in mobile 

platforms is written and a project that receives requests from the previous one. 

An example of a query with the return of a successful result is shown in Figure 35. Using such a 

powerful tool as Redux has created a single repository for the entire application. Applying this approach 

allows you not to send a request if we have done so before. First, we speed up the system and optimise 

the mobile device’s resources because we do not create new variables. The basic cycle of Redux is 

shown in Figure 36. Components are the building blocks of our system that send specific signals to the 

repository. Manipulations within the components cause specific actions that change the state in the 

storage and update it accordingly. A store is an object that contains all the states at a particular point in 

time. Repository registration occurs in the root, the main component, the first to run in the system. You 

can access the state using the getState () function. You can update the status using the dispatch () 

function. Figure 37 shows the system repository. Figure 38 shows the state of the history of 

consumption. It features the unique values of each product. The general state tree is given in Figure 39. 



 
Figure 35: An example of the successful response 

Store

Components

Actions

signal call
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Figure 36: Redux cycle 

 
Figure 37: System storage view 

 



 
Figure 38System storage states 

 

 
Figure 39: Tree of estates 

 



5. Results 

For full use of the system, it is necessary to get acquainted with the technical characteristics and 

functionality of the program. The user manual helps in this context. The name of the program is 

“PocketDietCoach”. The logo is shown in Figure 38: 

 
Figure 40: “PocketDietCoach” logo 

 

The program is written using the C # programming language and JavaScript. The SQL standard was 

used to write scripts to interact with the database. The following development environments were used 

during the development: Visual Studio 2019 and Visual Studio Code. Microsoft SQL Management 

Studio 2017 was used during the development. The Git version control system was used using Git Bash. 

The program is designed to control the daily diet and automatic calorie counting. This system’s focus 

suggests that its implementation is possible in various spheres of life. As for the system’s capabilities, 

you should make a list of needs that it can meet for the user. The main functions include recognition of 

products and QR-codes, determination of energy value, automatic calculation of caloric content, control 

over consumption, formation of a consumer diary, and tracking history. Additional features of the 

program are sending notifications about missed meals and recommendations for improving the diet. 

The system solves the problem of determining the dish and its content, highlighting the exposure 

and recognising the dish in the image, calculating the energy value and recording processed information 

in the user profile, notification of missed meals and recommendations on consumption time. 

One of the initial methods that help solve the tasks is authentication and authorisation methods. 

These procedures determine whether a user can log in and perform certain operations. Successful 

authentication results are in a temporary token that is active for 40 minutes. It means that it quickly 

becomes inactive, and the system updates it. It allows the system to make sure that requests are sent by 

a specific user, not by an attacker who changed the encrypted part of the key. The following method is 

to get statistics for the current date. A successful result allows you to process data and display 

information on the user’s screen. This method is parameterised, so navigating the home screen causes 

a new request to be sent with a variable date setting. An essential method for organising processes for 

the system is the formation of statistics related to nutrition. The processed information is submitted to 

the relevant sections, which can be further defined in the user profile. 

In terms of temporal characteristics, it recognises a product such as pizza is approximately 5s. 

However, this time dependence depends on the speed of the Internet so that it may differ on the devices. 

Compared to analogues, this time is more than satisfactory for product recognition and calorie counting. 

Currently, there is only one mode of operation in the program - custom. At this stage, the possibility 

of maintaining global statistics and creating an administrative method for closed users is being 

developed. The means of control is the freely available Clarifai API, which can also recognise dishes. 

If the local neural network could not match the received image, the unrecognised element will be sent 

along the described route. NutritionxAPI is used to recognise the barcode. 

The limitation of the program is the presence of a device with Android / iOS version 8 and higher. 

The device must be equipped with a camera module and access the Internet for the whole operation. 

The system requires access to these device parts to comply with all usage rules during the first startup. 

Information on functional limitations for use. A smartphone, camera module, and Internet access are 

required to use the system in full release mode fully. Requests can be sent via Wi-Fi or cellular data. 

The main condition is the optimal data rate. Also, an important condition is to use the Android or iOS 

operating system on your mobile device. Features for operating system versions are as follows: for 

Android, the Android SDK version must be at least 8.0. For iOS devices, the system will run 

successfully on iOS version 11 and above. You need to compile the project and get its build DLL in 

local development mode to run. Run the ASP.NET CORE project regardless of the launch port. The 



next step is to run React Native on your mobile device. The mobile project is launched using npm 

commands in the developer console. It must be installed on a user’s mobile device to access the 

application. The installation process meets the conditions of the platform community, which is 

confirmed by permission to use the camera and the Internet connection. Step-by-step instructions. To 

start, you need to log in to the PocketDietCoach application, shown in Figure 39a. Logging in the system 

in Figure 39b. Here you need to enter the login and password of the created account. The main page is 

shown in Figure 39с. The navigation menu is shown in Figure 40a. The photo mode is shown in Figure 

40b. Activity statistics are presented in Figure 40c: 

a)   b)   c)  

Figure 41: a) Image of the system on the home screen, b) Logging in, and b). Main page 
 

a)   b)   c)  

Figure 42: а) Navigation menu, b) photo mode and c) activity statistics 
 

Consider the efficiency of the system and the compliance of the task to the results of work. 

After the user downloads the application, he sees the page shown in Figure 41a. This page appears 

when the token has expired or does not exist. After a successful login process, the next login will redirect 

the user to the home page. The user can go to the registration page or login with a pre-created account 



on this screen. The user must click on the “Create Account” button and go through the account creation 

procedure to complete the registration process. Figure 41b user is shown to enter gender and body 

parameters: age, height, and weight. These parameters in the system allow you to determine how many 

calories the body needs. After entering the required parameters, the user must fill out the registration 

form, which is shown in Figure 41c. You need to fill in all available fields and enter your login, e-mail 

and password. 

а)  b)   c)  

Figure 43: а) Home page, b) input of body parameters and c) registration page 
 

The order of registration is accompanied by two stages: introducing body parameters and creating a 

profile. If the user has created a profile in the system, he goes to the Login page, shown in Figure 42. 

The system prompts users to enter their e-mail and the corresponding password. If the response is 

successful, the user will be able to go to the home page. 

а)  b)  c)  

Figure 44: a) Login page, b) validation message in case of blank fields and c) validation message in case 
of inconsistency of entered data 

 

In case when the user has not filled in all the fields or entered a login/password that does not 

correspond to reality, the user will see the appropriate messages that will notify him of non-compliance 



with the validation conditions. In Figure 42b and Figure 42c. Examples of such messages are shown 

above. The main page is shown in Fig. 43a. The page is conditionally divided into two parts. The first 

contains information about the calories consumed, and the second is the dishes that the user consumed. 

The current date and the left and right navigation buttons are indicated at the top of the screen. They 

are responsible for moving by date and downloading the necessary information to the home screen 

accordingly. The starting point from which you can view the consumption history is the user’s 

registration date. The calorie ring clearly shows how many calories are left to consume to maintain the 

body’s energy balance. 

а)  b)  

Figure 45: a) Home page, b) the process of photographing the object 
 

More detailed information is given under the ring. It contains data on how many calories a user 

should consume, how many he consumes during the day and how many are left. The formation of the 

daily norm parameter is based on the user’s age, weight, and height. The home page also displays the 

products the user consumed during the day. The ability to add a dish or product is made possible by a 

special button. The “plus” sign switches the user to the mode of use of the camera in which you can 

point to the product and take pictures. Access to the camera is shown in Fig. 43b. After taking a photo, 

the system displays the image taken and asks us to wait a few seconds to process the information. 

During this time, the system recognises the elements in the picture, determines the caloric content and 

records the data in the database. 

6. Discussions 

In case of successful recognition, the main menu is updated, and the information about calories 

consumed changes. The obtained results are added, and the development is displayed whether you have 

finished insufficient or exceeded. The photo taken is attached to the specific time range you ate the food 

and is supported by the dish’s name. The recognition result is shown in Figure 44a. Tips are also 

integrated into this system based on previous experience. For example, Figure 44b shows a message 

indicating that the user has not consumed food to date. Therefore, the plan encourages him to fix this 

because the user usually eats breakfast at this point. 

Another page is the user profile, which is shown in Figure 44c. Initially, the information in the profile 

is filled with the data that were entered during registration. You can change them by clicking the 

appropriate option in the upper right corner. The user’s page lists the main parameters: name, age, 

country, weight and height. In addition, the profile shows user activity. The activity is represented by 

an activity schedule that indicates the number of actions during a given day. A graph is an array that 

consists of an object that contains the date and number of contributions for a given day. Accordingly, 



the richer the square, the more activity the user has spent during a specific date. Particular attention is 

paid to the analysis of consumed substances and dishes, so the information in diagrams is presented in 

the user’s diary. Figure 45a shows a line graph showing the number of calories consumed in the last 

seven days. The abscissa shows the days of the week, and the ordinate indicates the number of calories. 

It allows you to track a trend and draw conclusions about the improvement of the diet. 

а)  b)  c)  

Figure 46: a) Recognition result, b) meal notification and c) user profile 
 

а)  b)  

Figure 47: a) Graph of calories consumed and the percentage between the amount of food consumed 
and time and b) Bar chart of the average number of calories consumed and a pie chart of the most 
popular dishes 

 



Also Figure 45a is a circle chart showing the relationship between the amount of food consumed 

and time. The system has four-time ranges, so the circles are also four. For example, breakfast should 

have the highest percentage under ideal conditions, and dinner before bedtime - the lowest. This chart 

allows you to determine the meal that covers the most calories and draw conclusions. With the data 

from the two charts above, you can choose the trend of calories consumed daily and over time. 

In Figure 45b shows a bar chart showing the average number of calories consumed during the day 

over the last four months. The bar chart allows you to monitor progress and understand whether the 

user is moving in the direction of weight loss or increasing it. Figure 45b shows a pie chart showing the 

most popular dishes or foods during the last week and their share in the user’s daily diet. 

7. Conclusions 

The current market situation is analysed, and the need to create a system that will help automate the 

process of counting calories based on the recognition of ingredients contained in the dish’s image. The 

relevance of the topic is confirmed by the massive demand for similar systems of similar scale in the 

market of mobile applications. The number approves of downloads on different platforms. The 

advantages and disadvantages of alternative solutions are summarised in the table and summarise the 

result. Various architectural solutions and algorithms for neural network training methods are analysed 

to design the system. The efficiency of their implementation in different areas is compared. The 

appropriate form is selected, and the optimal initial data set is set. All information was analysed with 

the help of scientific articles, thematic literature, etc. The result of the system analysis is the creation of 

a goal tree based on an integrated approach. The system’s primary goal is established, and its 

decomposition is carried out at different hierarchical levels. The method based on the IDEF0 hierarchy 

is specified. Within this structural methodology, there is a context diagram and its decomposition into 

three groups of order. Based on the hierarchy, the structural content of the existing processes of the 

system is shown. The result of successful performance of work is the creation of a system that satisfies 

all tasks set: recognition of products, automation of the process of counting calories, formation of 

councils and sending of notifications. All results are supported in the software product description and 

user manual. The user manual describes the appropriate use of the system given the necessary conditions 

for a startup. The system’s functionality is supported by images that show the sequence of using the 

system step by step. 
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