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Abstract
Recent Recommender Systems (RSs) research has focused on identifying and understanding factors that
determine the choice behaviour of their users. By simulating users’ choices, influenced by RSs, it was
shown that algorithmic biases, such as the tendency to recommend popular items, are transferred to
the users’ choices. In this position paper, we briefly summarise previous results showing that the effect
of an RS on the quality and distribution of the users’ choices can be influenced by the users’ tendency
to prefer certain types of items, i.e., popular, recent, or highly-rated items. To quantify this impact, we
have defined alternative Choice Models (CMs) and simulated their effect when users are exposed to
recommendations. We found that a bias determined by an RS, e.g., the tendency to concentrate the
choices on a restricted number of items, can also be enforced by the CM. Moreover, we have discovered
that the quality of the choices can be jeopardised by a CM. We also found that for some RSs, the impact
of the CM is less prominent, and their biases are not modified by the CM. This research line shows the
importance of assessing algorithmic biases in conjunction with a proper model of users’ behaviour.
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1. Introduction

The current analysis of the biases of Recommender Systems (RSs), e,g. the popularity bias, has
so far focused on the impact of the RS algorithm and training data on the distribution of the
produced recommendations [1]. However, in practice, users are never passively picking the
recommended items; they compare them with benchmarks (decision goal), and finally they
make a choice. Hence, real users’ choices are surely determined by the RS, but also by the users’
choice behaviour. Hence, the users’ choices overall distribution and quality can be determined
by users’ tendency to choose items with specific properties, such as, those more popular or
recent [2, 3]. For instance, this is clearly observed in how readers purchase books [4].

Therefore, we are interested in understanding the quantitative effects of alternative and
“plausible” users’ choice behaviours on the distribution and quality of their choices [3, 5].
Aiming at that goal, we operationalise alternative choice models (CMs) that, by mining real
purchases data sets, appear to be adopted by real users (e.g., in the Amazon Apps and Games
ratings data sets). Then, we use these CMs to simulate users repeatedly choosing items during a
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long time span, among those recommended by an RS [3]. The CMs that we consider, Popularity-
CM, Rating-CM, and Age-CM, are influenced by three item properties that users may consider
as criteria for making a choice: item popularity, item rating and item age, which is the time
difference between the choice and when the chosen item was first available in the system. In
fact, these properties have already been studied in the literature [6, 7, 8] as they often influence
users in their decision making process. We then use these CMs in a simulation process where
users are exposed to recommendations and are simulated to make choices on the base of one
of these CMs. We also define a benchmark CM, Base-CM, where the simulated users always
select the top recommended item. Base-CM is used to measure the sole effect of the RS and to
differentiate the effect of the RS from that of the user’s CM. In our empirical analysis we have
found interesting properties of the distribution and quality of the users’ choices, hence showing
the importance of studying the combined effect of a CM and an RS:

1. The CM can have a significant impact on the distribution and quality of the users’ choices. For
instance, when users tend to choose more popular items (Popularity-CM) the choices become
even more concentrated over a small set of items. While choosing newer items (i.e., adopting
Age-CM) can lead to more diverse choices but with lower quality.

2. Some important properties and biases of the RS, how they affect the distribution and quality of
the choices, are independent of the CM. In these cases the RS may have unavoidable effects
that are not changed by any CM. For instance, the strong choice concentration effect of
non-personalised RSs (they recommend the same items to all the users), is not reduced by
any of the considered CMs.

Our research line has the potential to enlighten the not yet analysed effect of the users’ CM.
We aim at understanding the practical implications of the users’ population adopting a particular
CM. This is important to anticipate the long term effect of an RS on users’ decision making.

2. Simulation of Users’ Choices

Our research method is based on simulating repeated choices in monthly time intervals, when
these choices are influenced by recommendations. In a timestamped data set of users’ choices
for items, we observe the choices up to a time point 𝑡0, and use them as initial training input for
the RS. We then simulate users’ choices among the recommendations, in the successive months,
and at the end of each month, we retrain the RS with the simulated choices of that month.

Six alternative RSs are studied in our simulations. 1) Popularity-based Collaborative Filtering
(𝑃𝐶𝐹 ) is a nearest neighbourhood collaborative filtering (CF) RS that suggests the most popular
items among the choices of nearest neighbour users [9]. 2) Low Popularity-based Collaborative
Filtering (𝐿𝑃𝐶𝐹 ) is similar to 𝑃𝐶𝐹 , but it penalises the ranking score of popular items by
multiplying it with the inverse of their popularity. 3) Factor Model (𝐹𝑀 ) is a CF RS based on
matrix factorization [10]. 4) Neural network-based Collaborative Filtering (𝑁𝐶𝐹 ) leverages a
multi-layer perceptron to learn the user-item interaction function that is used to recommend
top-k items to the target user [11]. 5) Popularity-based (𝑃𝑂𝑃 ) is a non-personalised RS that
recommends the same most popular items to all the users. 6) Average Rating (𝐴𝑅) is another
non-personalised RS that recommends items with the highest average ratings.



We assume that the simulated user 𝑢, when receives a set of recommendations 𝑆𝑢, uses a
multinomial-logit CM to make one choice among the recommended items [9]. The probability
of the user 𝑢 to choose the item 𝑗 is computed as follows:

𝑝(𝑢 𝑐ℎ𝑜𝑜𝑠𝑒𝑠 𝑗) =
𝑒𝑣𝑢𝑗∑︀

𝑘∈𝑆𝑢
𝑒𝑣𝑢𝑘

where 𝑣𝑢𝑗 is the utility of the item 𝑗 for the user 𝑢. |𝑆𝑢| is set to 50 in our experiments. We
note that items with a larger utility are more likely to be chosen, but users do not necessarily
maximise utility. Based on that multinomial-logit model, we consider four alternative CMs that
differ in how the utility of a recommended item is assessed by the simulated user.

• Rating-CM: the utility of item 𝑗 for the user 𝑢 is equal to their rating prediction, �̂�𝑢𝑗 . We use
Inverse Propensity Score Matrix Factorization model (IPS-MF) for such a prediction [12]. We
note that Rating-CM is motivated by the assumption that RS users prefer items with larger
ratings [13, 2, 5].

• Popularity-CM: the utility of the item 𝑗 is equal to: 𝑣𝑢𝑗 = 𝑘𝑓 * 𝑓𝑗 , where 𝑓𝑗 is the item 𝑗
popularity (at the time of the user choice), i.e., the number of times 𝑗 has been chosen in 𝑛
days prior to the simulated choice divided by 𝑛 (𝑛=90 in our study). This choice behaviour is
often observed and has been extensively studied [6, 14]. To have a fair comparison between
the considered CMs, 𝑘𝑓 is a constant adjusted so that 𝑣𝑢𝑗 ranges between 1 and 5, which is
the default range of utility values for the Rating-CM (five stars rating).

• Age-CM: the utility of item 𝑗 is equal to: 𝑣𝑢𝑗 = 𝑘𝑎 * (𝑚− 𝑎𝑗), where 𝑎𝑗 is the age of item 𝑗
(at the simulated choice time). Age is the time difference between the choice time and the
release date of the item 𝑗 and 𝑚 is the maximum item age in the entire data set. 𝑘𝑎, as before,
adjusts the impact of the item age on the utility. In Age-CM, more recent items have a larger
utility, hence they tend to be preferred by the simulated users. Such a choice behaviour has
been observed in some domains [8, 15, 16, 17].

• Base-CM: the user always selects the top recommended item. To impose this choice, we set
the value of 𝑒𝑣𝑢𝑗 to 1 if 𝑗 is the first recommended item and 0 otherwise. The analysis of the
choices simulated with Base-CM will show the sole effect of the RS.

3. Experimental Analysis

We have used some Amazon data sets to conduct simulation experiments, namely, Apps and
Games data sets [18]. They contain timestamped ratings of users for purchased items. The
ratings are provided after the purchase and hence, they signal actual choices. We simulate
the final ten months of choice data, while previous months’ data were used to bootstrap the
simulation (RSs initial training data). We have analysed the full set of the simulated choices
using two metrics: (a) the Gini index of the chosen items [9], where a higher value of Gini
represents a lower diversity of these choices; and (b) Choice’s Rating which is the average
predicted rating (IPS-MF predictions) of the choices, which signals the quality of the choices.



Table 1
Gini index Choice’s Rating

Data set CM\RS PCF LPCF FM NCF POP AR PCF LPCF FM NCF POP AR

Apps

Base 0.94 0.77 0.98 0.95 0.99 0.99 3.94 3.68 3.68 3.88 4.18 4.18
Age 0.93 0.91 0.94 0.95 0.99 0.99 3.80 3.77 3.69 3.84 4.02 4.23
Popularity 0.98 0.96 0.98 0.98 0.99 0.99 4.02 3.93 3.74 4.01 4.08 4.27
Rating 0.93 0.90 0.95 0.94 0.99 0.99 4.01 3.96 3.81 4.07 4.23 4.36

Games

Base 0.96 0.92 0.99 0.96 0.99 0.99 4.20 4.01 4.09 4.17 4.39 4.72
Age 0.94 0.92 0.96 0.95 0.99 0.99 4.13 4.03 4.03 4.11 4.33 4.63
Popularity 0.97 0.93 0.99 0.97 0.99 0.99 4.21 4.07 4.08 4.24 4.34 4.61
Rating 0.95 0.91 0.96 0.95 0.99 0.99 4.25 4.12 4.09 4.24 4.45 4.63

Table 1 presents the Gini index and the Choice’s Rating calculated over all of the simulated
choices for the 24 analysed combinations of CM and RS [3]. Accordingly, we found that:

The CM can have a significant impact on the distribution and quality of the users’
choices. Table 1 shows that when users adopt the Popularity-CM, the Gini index is always
larger compared to when other CMs are used. When instead the Age-CM is adopted, the Gini
index decreases, however, users’ satisfaction drops: Choice’s Rating is the lowest with the
Age-CM. In addition, Age-CM and Rating-CM reduce the concentration bias of FM: when the
users adopt one of these CMs, Gini index is lower than when they adopt the Base-CM. This
result suggests that the measured bias of an RS in practice, i.e., when the system is actually
used, can be lower than that offline estimated (by using the Base-CM). It is also worth noting
that LPCF tends to produce smaller values of Choice’s Rating and Gini index by its own, i.e.,
when Base-CM is used. While when users adopt any of the other CMs, the Choice’s Rating and
the Gini index increases. This facts contribute to indicate that the actual performance of an RS,
i.e., measured in a user study, may be rather different from that estimated without taking into
account the possibly even complex choice behaviour of the users.

Certain biases of the RS are independent from the CM. It is important to note that
certain biases of the RS are so strong that remain visible in the choices, irrespectively of the
CM. In fact, one can look again at Table 1 and note that the non personalised RSs (POP and AR)
do have a very large Gini index, and it is not influenced by the CM. It is also interesting to note
that LPCF, which is an RS that tries explicitly to suggest unpopular items and clearly has the
lowest Gini index, still produces not much more diverse choices, compared with the other RSs,
when the effect of a CM is considered (Age-CM, Popularity-CM and Rating-CM).

4. Conclusion

In this position paper we have illustrated a research line that the authors are now conducting:
by using a properly defined simulation approach, we measure the effect of alternative users’
choice behaviours in the presence of an RS. We are interested in analysing the combined effect
of the CM and the RS on the diversity and quality of the choices. We believe that our study can
contribute to the start of a new line of research where alternative decision making approaches,
potentially followed by the users, are considered in assessing the impact of RS technologies.
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