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Abstract
The rise of the Transformer architecture allowed the creation of huge pre-trained language models that
led to new state-of-the-art achievements in general-purpose natural language applications. Such models
also have the potential to boost domain-specific applications and so this motivates us to evaluate the
performance of SBERT, a Transformer architecture-based model, in a case study of rhetorical role labeling
of sentences in legal documents. We perform experiments using classification models and compare
their performances through lexical features and semantic features generated by SBERT. We also employ
the mixup data augmentation method with the semantic features. From the results, we conclude that
exploiting the mixup method is beneficial and that the semantic features have a limited enhancing effect
on the classification models of our case study.
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1. Introduction

The rhetorical role of a sentence is a kind of label that assigns the semantic function of the
sentence, which varies according to the objectives of the application. In the case of legal
judgments, the labels identify relevant elements of the lawsuit, such as facts, arguments of the
parties, and the court decision. This task is central as it is commonly used to support downstream
applications in the legal domain, such as document summarization [1, 2, 3], fact-based case
search [4], argument mining [5] and document segmentation [6].

In recent years Deep Learning models have contributed to the achievement of impressive
results in Natural Language Processing (NLP) tasks. One of the main reasons is the rise of the
Transformer architecture [7], which led to the creation of very effective pre-trained language
models. Bidirectional Encoder Representations from Transformers (BERT) [8] is an example of
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a Transformer based model which set new state-of-the-art achievements on some NLP tasks.
Such models have the potential to boost general purpose applications, like language translation,
as well as domain-specific ones.

In this context, this work presents the utilization of Sentence BERT (SBERT) [9] and machine
learning classification models in the task of rhetorical role labeling of sentences from Indian
legal judgments. As models’ inputs, we experiment with lexical and semantic features, the last
being generated by a SBERT model. Regarding the semantic features, we also exploit the mixup
data augmentation method [10]. Our objectives are:

• to check if the semantic features, which are generated by a deep learning model, are
capable to improve the performance of machine learning classifiers in the task of rhetorical
role labeling of sentences from Indian legal judgments;

• to verify the effect of the mixup method on the performance of the classification models
based on semantic features.

We exploit nine classification models whose performances vary in function of feature type.
On exploiting semantic features, three models perform worse in all metrics, three models
perform better in all metrics, and three models improve and degrade in different metrics. The
mixup method, which was exploited with two classification models only, improves one model’s
performance in all metrics and the other model’s performance in Recall and F1 score metrics.
The best Precision score (0.5597) is achieved by a XGBoost model trained with lexical features,
the best Recall score (0.4425) is achieved by a Naïve Bayes model trained with semantic features,
and the best F1 score (0.4290) is achieved by a neural network model trained with augmented
semantic features. From these results, we conclude that exploiting the mixup method is beneficial
and that the semantic features have a limited enhancing effect on the classification models of
our case study. Although, we believe it is worth it to perform additional experimentation with
features generated by deep learning models.

The remainder of this paper is organized as follows: Section 2 presents the related works;
Section 3 presents the experimentation strategy by introducing the mixup method and the
forms chosen for sentence representation; Section 4 presents the experimental setup, i.e., the
employed dataset, the models and the train and test procedures; Section 5 presents the results
and their respective analysis; finally, in Section 6 the work is summarized and future works are
discussed.

2. Related Work

Previous works on rhetorical role labeling have employed hand-crafted features altogether
machine learning models such as Conditional Random Fields (CRF), Support Vector Machines
(SVM) and Naïve Bayes [2, 6, 1].

Several deep learning-based approaches have also been proposed. Yamada et al. [3] compare
the performance of CRF models and deep learning models over a dataset comprising 120 Japanese
civil judgments, 48,370 sentences, and 7 rhetorical roles. The CRF models adopt hand-crafted
features, while the deep learning models adopt word embeddings generated from texts of civil
law cases. They compare various models and features and they conclude that deep learning
models performed better in most of the considered scenarios.



Tran et al. [11] employ a deep learning model and GloVe word embeddings [12] as features
to label sentences from the HOLJ dataset [13]. The model combines a Convolutional Neural
Network and a Bidirectional Long-Short Term Memory (BiLSTM) network. Their results are
better than the one based on hand-crafted features reported by Hackey and Grover [13] over
the same dataset.

Ahmad et al. [14] utilizes a BiLSTM network over the Board Veterans’ Claims dataset [5],
which consists of 6,135 sentences and six rhetorical roles. For features, they exploit three
pre-trained word embeddings, GloVe, FastText [15] and Law2Vec [16], and a word embedding
set trained with their dataset. The best performance is achieved by the GloVe based model.

Bhattacharya et al. [17] uses judgments from the Indian Supreme Court to craft a dataset
containing 50 documents, with 9,380 sentences labeled by three senior Law students. They
compare CRF and BiLSTM models and exploit handcrafted features, randomly initialized word
embeddings, and word embeddings trained with Indian court case documents. The deep learning
models based on the court case word embeddings perform much better than the other approaches.
They also verify that the errors committed by the best model are similar to those committed by
human annotators.

In their subsequent work, Bhattacharya et al. [18] extend their experiments by using an
additional dataset with judgments from the Supreme Court of the United Kingdom, additional
deep learning models, including one based on the Transformer architecture, and additional
pre-trained embedding features, including ones from BERT and LegalBERT [19]. Regarding the
Indian dataset, the best models are again the deep learning ones based on embeddings trained
with Indian court cases. Regarding the United Kingdom dataset, the BERT embeddings provide
the best results.

3. Proposed strategy

From an operational perspective, the rhetorical role labeling task boils down to a sentence
classification task. Thus, each classification model is trained to produce a unique label (rhetorical
role) for an input sentence. The classification models do not work with text inputs, so the
sentences have to be converted to a numerical representation. In the following, we describe the
sentence representations that we adopt and the mixup data augmentation approach.

3.1. Sentence representation

We exploited two types of features to represent sentences: lexical and semantic.

3.1.1. Lexical features

We chose the TF-IDF scheme [20] to generate lexical features. This scheme works by assigning
weights to terms occurring in a document, that is part of a collection of documents. Each
document is represented by a vector whose each element is the TF-IDF weight of the respective
term. We work in a different setting, adopting sentences instead documents to compute the
terms’ weights.



3.1.2. Semantic features

BERT is a Transformer architecture-based model which set new state-of-the-art on some NLP
tasks, including sentence classification. When fed with a sentence, BERT generates 𝑛 dense
vectors, also known as hidden states, for each token in the sentence. The value of 𝑛 is the
number of BERT’s internal layers, i.e., 12 or 24. Some strategies were proposed to derive
sentence embeddings from the BERT’s hidden states, but according to Reimers and Gurevych
[9], these were not fairly evaluated and sometimes they perform worse than averaging static
word embeddings. To overcome this, Reimers and Gurevych [9] proposed SBERT as a model
capable to generate semantically meaningful sentence embeddings from BERT hidden states
in a computationally efficient way. With SBERT, a 768-dimensional dense vector represents a
sentence.

3.2. Text Mixup

Mixup is a family of data augmentation method that applies a weighted interpolation of two
input vectors to generate a new synthetic one [10]. The interpolation is defined by the following
equations:

x̃ = 𝜆x𝑖 + (1− 𝜆)x𝑗 , x𝑖,x𝑗 ∈ ℛ𝑚

ỹ = 𝜆y𝑖 + (1− 𝜆)y𝑗 , y𝑖,y𝑗

where x𝑖 and x𝑗 are raw input vectors, 𝑚1 is the representation size of x, y𝑖 and y𝑗 are one-
hot label encodings, (x𝑖,y𝑖) and (x𝑗 ,y𝑗) are two examples drawn at random from the training
data and 𝜆 is a value in the interval [0, 1] drawn at random from a Beta(𝛼, 𝛼) distribution, where
𝛼 > 0. The authors of mixup [10] claim that including mixup data in the training of a neural
network results in a lesser memorization of corrupt labels and that it works like a regularization
strategy. In our strategy, we exploit mixup to augment the semantic feature set only.

4. Experimental setup

4.1. Dataset

The Artificial Intelligence for Legal Assistance (AILA) is a series of computational tasks related
to the legal domain [21]. The 2021 edition settled two tasks: legal document summarization; and
rhetorical role labeling of judgments from the Indian Supreme Court, whose dataset is the one
exploited in this work. The dataset comprises 10,024 sentences distributed among 60 documents,
which correspond to the 50 documents from [17] and 10 additional test documents created for
AILA 2020. Each sentence receives one of the seven rhetorical roles presented in Table 1.

1For lexical features, it could be the vocabulary size, and for semantic features, it is the output size of the used
transformer.



Table 1
Rhetorical roles of the AILA dataset.

Role Number of sentences Description

Ratio of the decision 3,919 Reasoning given by the Supreme Court for the
final judgment.

Facts 2,368 Sentences that denote the chronology of events
that led to filing the case.

Precedents 1,523 Citation to relevant prior cases.
Argument 901 The arguments of the contending parties.
Statutes 671 Citation to relevant statutes.

Ruling by Lower Court 341 Preliminary ruling given at the lower courts.
Ruling by Present Court 301 Final decision given by the Supreme Court for the

current suit.

4.2. Feature Sets

We exploited six feature sets: a lexical feature set, a semantic feature set, and four augmented
semantic feature sets.

The lexical feature set consists of TF-IDF vectors generated from standard n-grams2 repre-
sentation. The text prepossessing comprises lower case conversion and removal of symbols
and numbers3. For implementation, we adopt the TfidfVectorizer model from Scikit-learn
library4 [22] with default parameter values, except for the preprocessor, ngram_range and
min_df parameters. The implementation is available at the code repository5. The TF-IDF model
is trained with all sentences in the dataset and this results in a vocabulary of 7,438 terms.

The semantic feature set consists of dense vectors generated by a SBERT model. Since the
model is pre-trained, the generation of dense representation vectors consists of just feeding the
model with text sentences. For implementation, we adopt the Sentence Transformers library 6,7

and the sentence-transformers/LaBSE base model.
Each augmented semantic feature set consists of the union between the semantic feature

set and a set of 3,006 synthetic mixup vectors. To generate the mixup vectors, we exploit
four 𝛼 values (1.0, 0.7, 0.3, and 0.1) which result in four synthetic mixup vector sets and, as
a consequence, produce four augmented semantic feature sets. During the generation, we
randomly select sentences from the dataset, but we take care to not employ two raw vectors
from the same class (i.e., y𝑖 = y𝑗) when generating a synthetic one.

4.3. Classification Models

We train and evaluate the following classification models: Support Vector Machine (SVM),
k-nearest neighbors (KNN), Decision Tree, Random Forest, AdaBoost, Naïve Bayes, XGBoost,

2We exploit 1- to 3-grams.
3We kept stop words.
41.0.2 version
5https://github.com/alexlimatds/circle-2022
6https://www.sbert.net/
72.2.0 version



Multinomial Logistic Regression (LR), and Multilayer Perceptron (MLP).
For the XGBoost model we adopt its Python implementation8 [23] configured for a multiclass

task. For the tree_method parameter we adopt the hist value when running the lexical
features and the gpu_hist value in the case of semantic features. We adopt the default values
for the other parameters.

Regarding SVM, KNN, Decision Tree, Random Forest, AdaBoost, and Naïve Bayes models,
we adopt the Scikit-learn implementations. When it is the case, we fixed the random generator
seed through the random_state parameter. In general, we adopt the default values for the
models’ parameters with the following exceptions: max_depth=5 and n_estimators=10 for
Random Forest; max_depth=5 for Decision Tree; n_neighbors=5 for KNN.

The LR and MLP models are implemented with the PyTorch framework9 [24]. The MLP model
has one hidden layer with 100 units activated by the ReLu function. The weights are initialized
by using the Kaiming initialization [25] (hidden units) and the Xavier initialization [26] (output
units). As optimization method we adopt the Adam algorithm [27] with the following parameters
and values: 10−3 for learning rate, 𝛽1 = 0.9, 𝛽2 = 0.999, 𝜖 = 10−8 and 10−4 for weight decay.
The training follows an early stop approach limited to a maximum of 200 epochs. We adopt a
batch size of 64.

For the LR model, the weights are initialized by using the Xavier initialization. As optimization
method, we adopt the Stochastic Gradient Descent with momentum algorithm [28] with the
following parameters and values: 0.5 for learning rate, 0.9 for momentum, and 10−4 for weight
decay. The training follows an early stop approach limited to a maximum of 1,000 iterations
and we adopt a batch size of 64. An exponential learning rate decay is employed with a decay
rate equals to 0.95.

We exploit the lexical and semantic features with all classification models. The semantic
augmented features are exploited with the LR and MLP models only. This constraint is due to
Scikit-learn and XGBoost libraries, which do not support the target vectors encoded with float
point values produced by the mixup method.

The models are trained and evaluated through a 5-fold cross-validation. The data splitting is
based on documents instead of sentences. It means that, for each fold, sentences from the same
document are used exclusively as train data or test data. Regarding the classification models
which exploit the augmented semantic feature sets, each fold exploits all augmented data to
train a model but does not apply these data for evaluation. The results are reported through
Precision (P), Recall (R), and F1 score metrics.

5. Results and Analysis

Tables 2 and 3 show the scores achieved by the models. The best values for each metric are
formatted in bold. The underlined values are the best ones for the respective metric and feature
set type. In Table 3, 𝛼 is the hyperparameter adopted for the Beta distribution.

Regarding the performance of the feature set types, we see there is no prevailing one since
each type leads to the best scores in a metric: lexical features for Precision, semantic features

80.90 version
9PyTorch 1.10.0 and CUDA 11.1



Table 2
Performance of the classification models. The values are the average of the test macro averages observed
in each fold of the cross-validation procedure.

Model
Lexical features Semantic features

P R F1 P R F1

SVM 0.4829 0.3902 0.4146 0.4824 0.3906 0.4097
KNN 0.2869 0.2064 0.2115 0.4191 0.3746 0.3804
Decision Tree 0.3630 0.2470 0.2391 0.3409 0.2321 0.2291
Random Forest 0.4334 0.1510 0.0961 0.3584 0.2068 0.1857
AdaBoost 0.4517 0.2968 0.3148 0.3249 0.2673 0.2559
Naïve Bayes 0.2822 0.2917 0.2717 0.3788 0.4425 0.3862
XGBoost 0.5997 0.3435 0.3823 0.5272 0.3376 0.3640
LR 0.5892 0.3678 0.4048 0.5179 0.3674 0.3934
MLP 0.5392 0.3825 0.4159 0.5000 0.3882 0.4113

Table 3
Performance of the classification models trained with semantic augmented features. The values are the
average of the test macro averages observed in each fold of the cross-validation procedure.

Model 𝛼 P R F1

Best
Lexical 0.5997 0.3902 0.4159
Semantic 0.5272 0.4425 0.4113

LR

1.0 0.5047 0.4058 0.4193
0.7 0.5046 0.3949 0.4103
0.3 0.5107 0.3965 0.4140
0.1 0.5088 0.4005 0.4206

MLP

1.0 0.5422 0.3967 0.4189
0.7 0.5247 0.4045 0.4233
0.3 0.5431 0.4081 0.4290
0.1 0.5177 0.3989 0.4216

for Recall, and augmented semantic features for F1.
Focusing on the change from lexical features to semantic features, we figure a mixed perfor-

mance of the models: most of them perform worse in the three metrics (SVM, Decision Tree,
XGBoost, LR, and Adaboost); KNN and Naïve Bayes substantially improve in the three metrics;
Random Forest performs worse in Precision, but it improves Recall and F1; MLP improves Recall,
but it performs worse in Precision and F1.

The exploitation of mixup data is advantageous in general since the performance of the
models improves for Recall and F1 when we compare the results between the semantic features
and the augmented semantic features. About Precision, there is a varied performance. The LR
model performs worse for all 𝛼 values, while the MLP model performs better. The mixup data
also allows the MLP model to achieve the best F1 score.

Table 4 presents the classification scores per label achieved by the classification model with



Table 4
Performance of the MLP model with semantic augmented features (𝛼 = 0.3) over the individual classes.
The values are the test averages observed in each fold of the cross-validation procedure.

Rhetorical role P R F1

Argument 0.3765 0.2010 0.2010
Facts 0.3833 0.4721 0.4721
Precedent 0.3524 0.2131 0.2131
Ratio of the decision 0.3910 0.4820 0.4820
Ruling by Lower Court 0.2286 0.0124 0.0124
Ruling by Present Court 0.6009 0.2769 0.2769
Statute 0.3827 0.3831 0.3831

the best macro F1 score. Regarding the F1 score, the model performs better upon the two most
frequent labels (Ratio of the decision and Facts). Interestingly, the Statute label, performs better
than Precedents and Argument labels, despite the fact there are considerably more instances
of these two labels than the Statute label. The worst performance of the model is related to
the Ruling by Lower Court label, which is bad when compared to the Ruling by Present Court
label, even though the former has a slightly higher number of instances. The scores per label
achieved by the other models are available in the code repository of this work.

6. Conclusion

This paper tackles the task of rhetorical role label of sentences from suits judged by the Indian
Supreme Court. We exploit three feature set types with several machine learning models and
each feature set type leads to the best performance on a specific metric. The effect of the
semantic features on the models’ performance is limited since the semantic feature set is not
able to boost a classification model in order to overcome the best F1 score related to the lexical
feature set. This just can be achieved when applying the mixup method to the semantic features.

We believe there is room to improve the models’ performance. Not just the achieved scores
highlight this, but also the results reported by other works. Bhattacharya et al. [17] achieve
their best results when they exploit word embeddings trained with judicial texts from the same
context of their dataset. Parikh et al. [21] report that their best models are based on LegalBERT.
So, for future works, we desire to explore language models based on the legal domain, such as
LegalBERT and Law2Vec, as well as fine-tune SBERT. The gains provided by the mixup method
also motivate us to better explore data augmentation approaches.

We also intend to improve our experimental framework in order to embody statistical tests
and check if the differences among the achieved scores are significant.
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