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Abstract  
The problem of semi-automatic dataset creation for multi-document summarization and 

forum threads summarization is analyzed. Aspects specific to Slavic languages are 

underlined. Dedicated algorithms for this purpose were designed and tested. Due to not 

smooth nature of the optimization problem genetic algorithms were suggested. Some new 

and interesting results are received. 
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1. Introduction 

The extreme proliferation of modern electronics (first and foremost - mobile phones) made 

electronic data sources widely available to all kinds of users. In response to this tendency multiple 

organizations, newspapers, forums jumped the chance to provide their own point of view, spin 

narrative, push advertisement, etc. This extended and enhanced data flow often takes the form of text 

with some images and there are too much data in the usual data flow aimed at a single person.  

In this research automatic summarization is suggested as a tool to solve the problem of locating 

and distilling information. Among areas of application for automatic summarization two stands as 

more problematic: 

1. Multiple document summarization. 

2. Forum summarization. 

On top of being more complex than a typical summarization task, there is an extra layer of 

problems when it comes to Slavic languages. First and foremost it’s lack of a good dataset to facilitate 

research. The problem of multi-document summarization of news events is to provide a well-

organized summary that covers an event completely while minimizing repetition. The focus and point 

of view of the input papers for an event may differ. Recent works in this area have tried neural models 

to exploit the graph structure among relations text clusters. Also, a couple of recent papers have tried 

neural encoder-decoder models to do multi-document summarization [1,2]. Due to the sparsity and 

high expense of human-written summaries, the generation of large-scale multi-document 

summarizing datasets for training has been hampered. There was an attempt [3] to train abstractive 

sequence-to-sequence models with citations and search engine results as input documents on a huge 

corpus of Wikipedia text. As far as efficiency goes there is a notable loss of quality in these results 

compared to results achieved in single-document summarization. So, a dedicated dataset to train 

multi-document summarization is sorely required. 

The WWW discussion forums come in a variety of flavors, each with its own topic and 

community. User-generated content on web forums is an excellent source of information. In the case 
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of question-and-answer sites like Quora the opening post is a question and the responses are answers 

to that question. The best answer in these forums may be chosen by the forum community via voting. 

On the other hand, there is no such thing as “the best answer” in discussion forums where people 

share their thoughts and experiences. Furthermore, discussion threads on a single topic might easily 

contain dozens or hundreds of individual posts, making it difficult to identify the important 

information in the thread, especially when using a mobile device to visit the forum. In this research, 

extractive summarization [4] is proposed to extract salient units of text from a source and then 

concatenate them to generate a shorter version of the discussion. Sentences are commonly utilized as 

summarizing units in most summarization assignments but for this assignment, it is expected that 

posts will be better suitable as basic units for summaries of discussion threads. 

While there are many differences between both tasks (multi-document summarization and forum 

summarization) there are also some similarities due to the enclosed nature of articles in data sources 

(or posts in threads) so there is an option to exploit said similarities on top of problem-specific 

features. This paper describes useful elements to build the required dataset. The main point of 

research is to provide tools for the semi-automatic preliminary summary generation that will help to 

create summaries that are required for future research. 

2. Related works 

To assess summarizing systems, man-made reference summaries are often utilized. TIPSTER Text 

Summarization Evaluation Conference [5], NIST Document Understanding Conference [6], and NIST 

Text Analytics Conference [7] all employed benchmarks based on reference summaries. 

A reference summary is a subset of text units picked from the source document for extractive 

summarizing, which is a researcher in this study. Depending on the task, these units might be 

sentences [8], utterances [9], or forum posts [10]. The first and last approaches are examined in this 

work. Summarization is a very subjective task: the substance of the summary varies, as does the 

length of the summary produced. Experts who write summaries frequently disagree on what 

information should be included in the summary. 

To address this problem, the DUC 2005 assessment approach was established to account for 

diversity in human-generated reference summaries. As a result, for each of the 50 themes, at least four 

distinct summaries were developed. Each issue in the NIST TAC Guided Summarization Task 

received up to four alternative answers. 

When it comes to establishing a reference, specialists writing abstractive summaries are typically 

asked to create a summary of a certain length for a specific document or document collection. As a 

result, a corpus of reference summaries usually is produced for abstractive discussion thread 

summarizing [11]. While abstractive summaries are not the greatest option when it comes to 

evaluation of extractive summaries, they can be used in conjunction with variation of ROUGE [12] 

metrics to make them helpful. There is ROUGE 2.0 [13] particularly designed with ability to process 

synonym substitution which is often used by humans in abstractive summarization tasks. 

The key feature is the agreement between human experts on the content of an extractive summary. 

It can be measured using the percentage of common decisions and the proportions of selected and 

non-selected units by the experts. The agreement is then calculated in terms of effect size ( number 

measuring the strength of the relationship between two variables in a population). Useful measure is 

Fleiss’ κ [14] 

κ =
Pr(𝑎) − Pr(𝑒)

1 − Pr(𝑒)
, 

(1) 

where Pr(𝑎) is the measured agreement (the percentage of common decisions) and Pr(𝑒) is expected 

agreement based on the proportion of selected and non-selected units by the experts. 

A negative κ indicates structural disagreement. If κ = 0  then there is no agreement between the 

experts (observed agreement is as good as random). Positive κ up to 0.2 indicates slight agreement, if 
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0.2 < κ < 0.4 it’s fair agreement, if 0.4 ≤ κ < 0.6  it’s moderate agreement, if 0.6 ≤ κ < 0.8  it’s 

substantial agreement and if 0.8 ≤ κ ≤ 1 it’s strong agreement. 

For the purpose of this research extensive search was performed but there was not a single paper 

found with the agreement being higher than “moderate”. Among available papers, the highest scores 

go to single document news articles summaries (“moderate”) [15]. Multi-document summarization is 

expectedly worse. There was no research on conversation transcripts and such but it’s expected to 

have even worse marks there. For now, the most direct way to resolve this issue is to use voting based 

on the number of experts in favor of a certain segment. Also, there was found little to no good data on 

summarization of forum threads. All abovementioned problems are exacerbated when it comes to 

Slavic languages: Ukrainian and Russian languages in particular. 

Recent neural network based research almost totally superseded the non-neural approach. There 

are papers on extractive and abstractive approach [16-19] on this matter. Though it’s crucial to point 

out that a machine-learning based approach works well if and only if there is a sufficiently large and 

sufficiently comprehensive dataset. More so, some modern approaches, such as T5 [20] and GPT-3 

[21] will not work without very significant investments from third parties. 

So, for the purpose of this research non-neural approaches were chosen especially for extractive 

multi-document summarization. There were some papers on this topic both for extractive and 

abstractive approaches such as [22-24] albeit most of them were significantly outdated. 

3. Initial analysis 

Since there is no good dataset to latch to the problem was reformulated in a roundabout manner: 

how one can develop a feature-based method that will produce good semi-finished summaries to 

reduce the future workload on expert(s)? 

Subsequently, this question was divided into several other questions and a number of assumptions. 

Basic assumptions are the following: 

1. A thread is a sequence of small documents forming a discussion, with each user having a 

different point of view on the topic of discussion. 

2. News flow is a set of documents representing different points of view corresponding to 

different editorial policies of news agencies. Often such a set can form a discussion if the topic 

stays the same during a notable period. 

According to the assumptions research questions were formulated: 

1. Do basic assumptions stand?  

2. What is the best form to represent a preliminary multi-document news summary? 

3. What is the best form to represent a preliminary thread summary? 

4. What is the best length of a preliminary multi-document news summary? 

5. What is the best length of a preliminary thread summary? 

6. What are the characteristics of articles that are selected by humans to be included in the 

preliminary multi-document news summary? 

7. What are the characteristics of the posts that are selected by humans to be included in the 

preliminary thread summary? 

8. What are the major qualities important for humans in a preliminary multi-document news 

summary? 

9. What are the major qualities important for humans in a preliminary thread summary? 

To give the answer to these questions small polling was carried out among students of Taras 

Shevchenko National University of Kyiv. The answers were the following: 

1. Yes, basic assumptions look relevant and logical. 

2. For the multi-document news summary, the best is to sort articles by relative relevance to the 

topic and reduce each subsequent article removing irrelevant and repetitive parts. 

3. For thread summary, the best way is to include whole posts if the thread is short enough. For 

long threads, it’s useful to define the topic by first post and reduce the content of each subsequent 

post by removing irrelevant and repetitive parts. 
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4. The best length of preliminary multi-document news summary corresponds to a single screen. 

It was noted that it’s useful to include hyperlinks to detailed articles. 

5. The best length of a preliminary thread summary is from 5 to 7 posts. 

6. The most important characteristic for an article to be selected into a preliminary multi-

document news summary is relevance. 

7. The most important characteristic for a post to be selected into a preliminary thread summary 

is relevance. 

8. The major quality for a preliminary multi-document news summary is representativeness. 

9. The major qualities for thread summary are representativeness and readability. 

The answers point to the notable difference in source structure: it’s much easier to obtain a 

readable summary from the set of articles as long as one of them serves as a basis. For thread 

summarization, it’s much harder to get consistent (i.e. readable) summary. 

These answers combined with the lack of notable dataset (especially in Ukrainian language) forced 

to develop a sequence of methods based on some a priori heuristics derived from a period predating 

the current resurgence of neural networks. From two key qualities readability looks like the one that is 

harder to achieve. So, readability was analyzed further.  

A text differs from a set of grammatically correct sentences by a certain number of connections 

between the sentences that are part of it. These connections are of a different nature. 

It is necessary to specify what types of connectivity are observed in the text: 

 structural coherence; 

 logical coherence; 

 semantic closeness. 

The structural coherence between the elements is most often formed by using special words or 

grammatical forms to connect the elements of the text. Structural coherence is defined by the 

following means: 

 anaphora; 

 elliptical structures; 

 repetition of structural elements of the text, namely phrases and words; 

 usage of conjunctions. 

The logical coherence of the text is ensured at the level of interpretation, although it has certain 

syntactical features. For example, the words «якщо»(“if”), «то»(“then”), «інакше» (“otherwise” or 

“else”) create logical connections in the text that are clearly different from structural connections as 

they were defined above. As for the task while having incomplete tools for text interpretation most of 

emphasis is made on structural coherence. There are several reasons for this. 

First, logical coherence is based on connections such as “explanation”, “cause”, “consequence”, 

and so on. The main problem lies in the fact that not all these connections and not in all cases have 

clear markers and the form of appropriate vocabulary or grammatical structures. 

Second, logical coherence is formed by interpretation and is therefore subjective. Thus, it should 

be considered for each reader separately, and for this reason it is not invariant. 

Third, logical coherence is formed through interpretation and therefore requires a full 

understanding of the text. Unfortunately, this requirement is beyond capabilities of any modern 

machine learning model. Thus, the algorithm is mainly based on the analysis of structural coherence, 

especially since it often also allows finding logical coherence, as logical coherence is often 

accompanied by structural coherence.  

Semantic closeness is a special type of coherence and will be discussed below. 

4. Algorithms to create dataset 

There were two complex algorithms tested for the purpose of creation of preliminary summaries. 

The first was developed in IRTC IT & S in department 165 during “Pattern computer” research 

program [25]. Only some features and usage of the first algorithm will be described in this paper. The 

second algorithm was hand tailored using relatively modern instruments and is described below.  
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4.1. Initial processing 

There is a pipeline established for the purpose of initial processing: 

 subsystem of morphological analysis; 

 subsystem of partial parsing; 

 subsystem for simplified anaphora resolution. 

Big Ukrainian dictionary (over 100,000 words) was used for morphological analysis. For the out-

of-dictionary words heuristical algorithm was used [26]. The main purpose of this analysis is to find 

out canonical forms of words and some grammatical characteristics such as gender, case, time etc. 

Having canonical forms greatly improves frequencies of text elements and also allows to process 

service words in correct manner. For English texts it’s possible to use stemmers but for Slavic 

languages (Ukrainian and Russian in particular) it’s notably more efficient to use dedicated 

morphological dictionaries. On the basis of the received morphological data the primitive syntactic 

analysis is carried out. Adjectives (and participles) are associated with the corresponding nouns and 

nouns are associated with the corresponding verbs. To do anaphora resolution morphological features 

are used. And only then a simple semantic closeness analysis is performed, namely: among the 

alternatives, the word that has the meaning that is the closest in semantic similarity to the words of the 

context is selected. To determine the semantic similarity, the semantic database WordNet localized to 

Ukrainian language [27] was used. Other parts of semantic closeness such as implied inference are 

ignored because they are considered too complex to analyze.  

This pipeline is used in both algorithms though for the purposes of new one minor alteration were 

made to fit it into modern programming languages and libraries. 

4.2. Important element detection 

The importance of text elements is determined by how much the user is interested in them and how 

important they are to present the content of the text. To evaluate importance of term (word) simple tf-

idf statistic is used. 
The tf-idf value increases proportionally to the number of times a word appears in the document 

and is offset by the number of documents in the corpus that contain the word, which helps to adjust 

for the fact that some words appear more frequently in general. 

tf − idfd(t) = ft,d · log(
N

𝑛𝑡
), 

(2) 

where ft,d - is the raw count of a term in a document, N - total number of documents in the selected 

set, nt - number of documents containing term t. 
This particular weighting schema promotes diversity though it’s important to underline mutual 

influence of terms (words). It is possible to receive input document(s) with multiple synonym usages 
which can water down observed saliency and thus exclude important elements from summary. 

To avoid this problem it’s useful to calculate lexical chains [28] in texts using WordNet [29]. For 

the purpose of this research lexical chains were used. In order to simplify the process scores of the 
chains were calculated inside each text independently. 

Homogenityd(Ch) =
nd(Ch) − 1

Lengthd(Ch)
, 

(3) 

where nd(Ch) - number of distinct term occurrences in chain for the document, Lengthd(Ch)- length 
of chain (total number of occurrences of different terms in chain) in the document. 

Scored(Ch) = Lengthd(Ch) · Homogenityd(Ch), 
(4) 

Chains were tested with quality criterion: 

Scored(Ch) > 𝐴𝑣𝑔(Scored(Ch))+2σ 
(5) 

Where Avg(Scored(Ch)) is average of all scores of all chains in the particular document and σ 

is standard deviation. 
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Initially the sentences received scores based both on chain scores and on tf-idf scores. 

Scored(S) = ∑ tf − idfd(t)
t(S),Ch(S)

· Scored(Ch), 
(6) 

where summation includes only terms from the sentence S and if said term is also included into 

relevant chain. 

This approach on itself penalized shorter posts or shorter articles for they often have shorter lexical 

chains. 

4.3. Genetic algorithm 

Fairly standard genetic algorithm was used in research. 

The chromosome was defined as the list corresponding to sentence numbers that will be included 

in the final document (summary). An element having value of “True” indicates that the sentence will 
be included into the summary. Value of “False” corresponds to sentences that are not included into 

the summary. Number of values equal to “True” must not exceed summary sentence allotment. 

A chromosome can mutate by randomly changing the value of a list item at random. Two 
chromosomes can perform cross-over in several ways: 

1. Equal uniform random selection per element form parents. 

2. Single point cross-over when everything before (and including) the point is taken from one 
parent and everything else – from another. 

3. Dual point cross-over when head and tail are taken from one parent and middle part between 

two cut points is taken from another parent. 

Each version of cross-over has own influence on performance and evaluation results. 
After the cross-over is performed either padding or trimming can happen. If the summary is 

shorter than necessary the most salient unused sentences are included into chromosome. If the 

summary is longer than necessary – the least salient sentences are removed from it. 

The algorithms works as following: 

First generation of chromosomes is generated at random. They are places into empty List 𝐿1. 

For number of generations 𝐺 

List 𝐿2 = {} 

Random mutations 𝐾 times are imposed on the chromosomes.  

Mutants are placed into 𝐿2. 

For all chromosomes on the list 𝐿1 

For all chromosomes on the list 𝐿1 
A pair of chromosomes creates offsprings by cross-over 

Descendants are put into 𝐿2 

The chromosomes in 𝐿2 are sorted by rating 

𝑁 best are selected. 

 If combined score of the population𝐿1 = combined score the population𝐿2: abort algorithm 

       𝐿1= 𝐿2. 

where 𝐺 – number of generations, 𝑁 - power of chromosome set, 𝐾- mutability parameter.  
The rating is calculated as total sum of individual scores of terms combined with global coherence 

score in accordance with principles laid out in Initial analysis. 

The first version of cross-over was implemented in the algorithm developed in Department 165. 
The second and third ones were implemented during this research. 

5. First series of numerical experiments 

For each version of cross-over experiments were performed with Ukrainian texts and the results 
were evaluated by hand. Each experiment consisted of 10 launches of multi-document summarization 

and 10 launches of forum thread summarization. During each launch of multi-document 

summarization 7 different articles collected from source (https://www.ukr.net/news/politics.html) 
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were processed. During each launch of thread summarization a thread with at least 7 posts from 
https://replace.org.ua/forum/9/ (“Український форум програмістів → Обговорення”) was 

processed. Each time a score to the summary was manually assigned based on perceived performance 

ranging from 1 (“entirely unsatisfactory”) to 5 (“good selection for future work”). The average scores 

and their variances are presented in Table 1. Initially it was expected that first type of cross-over will 
perform in the best way because it’s true for many other problems that are solved using genetic 

algorithms. But in this experiment things went other way: first type of cross-over ended up as the 

worst out of three in both tasks. Also there is unexpected difference between performance of the 
second and third types of cross-over in both tasks. Usually it’s expected to have consistent difference 

in performance across the board as long as the task stays the same. 

Table 1 
First series of evaluation results 

Multi-document 
summarization 
average score 

Multi-document 
summarization score 

variance 

Thread summarization 
average score 

Thread summarization 
score variance 

3.8 0.84 3.2 1.07 
4.3 0.77 3.5 0.5 
4.2 0.84 3.7 0.46 

6. Algorithm adjustments and second series of numerical experiments 

Due to unexpected behavior of the summarization algorithm several hypotheses were put forward 

and tested. They mostly revolved around notions of continuity, document (post) boundaries and 
hidden features of human perception. For example, in most cases results of multi-document 

summarization retained majority of sentences from most salient (important) document and less 

important documents ended up in small chunks mashed together at the end of summary. Nevertheless, 
it does not prevent testers from giving relatively high marks to such summary. In the same time 

destruction (chunking) of the first post in thread summarization task was a surefire way to generate 

low expert score regardless to relative value (contribution) of abovementioned post to general 

discussion quality in thread. More so, chunking of any post carried significant negative impact on the 
score of generated summary while exclusion of the same post often resulted in notably milder expert 

score penalty. To address abovementioned issues some changes were introduced to summarization 

algorithm. First of all, first post in a thread was made mandatory regardless of actual contribution to 
summary. Second, chunking penalty was inserted into final calculations. 

Penaltyd =
Selectedd
Totald

, 
(7) 

where Selectedd - number of selected sentences from the document, Totald – total number of 
sentences in the document. 

Scored(S) =∑ tf − idf(t)
t,ch

· Scored(Ch) · Penaltyd, 
(8) 

It resulted in higher score if less posts were cut in pieces during general optimization. Observation 

of results often showed that algorithm retained initial boundaries of posts in exchange of removing 
some posts entirely. Also, additional changes were introduces to genetic algorithm to improve quality 

of summaries and speed of convergence. This approach has some similarities to chromosome reuse 

strategy [30] but instead of chromosome library it uses memory about ancestral behavior directly. 

6.1. Chromosomes with memory 

The chromosome was defined as the list corresponding to sentence numbers that will be included 

in the final document (summary). In comparison to standard chromosome extra field was introduced 

for each variable (gene). This field contains information about recent changes in variable and is used 
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during mutation and cross-over. There are two rules which influence behavior of chromosomes with 

memory field: 

1. If new (mutant) chromosome is created by flipping Boolean variable that was recently in 

opposite state then other variable is picked for flipping. 

2. If two chromosomes undergoing cross-over have too many (above certain threshold𝑇) 

variables going in opposite directions (as it is indicated by respective memory fields) the cross-

over does not produce offsprings. If necessary other pair of chromosomes will undergo cross-over. 

For the purpose of this research extra memory field was presented by Boolean variables, but in 

general case memory field can be implemented as a set of integer or even real variables. 

First of all this optimization is intended to boost convergence by avoiding recalculating summary 

quality due to algorithm clearly cycling values of the same (sub)set of variables. 

While in general this optimization can be used with any kind of cross-over for the purpose of this 

research it was applied to dual-point cross-over as it showed the best average performance. All other 

versions of cross-over were removed from consideration. 

6.2. Final evaluation results 

The evaluation results for fourth and fifth version of preliminary summary generation are 

presented in Table 2. 

Table 2 

Second series of evaluation results 

Multi-document 

summarization 

average score 

Multi-document 

summarization score 

variance 

Thread summarization 

average score 

Thread summarization 

score variance 

4.4 0.49 3.9 0.77 

4.4 0.93 3.9 0.98 

As it is shown in the table introduction of strict order and chunking penalty was most beneficial for 

thread summarization. Never the less none of the tweaks to the algorithm allowed perfect scores. 

Also, regardless of tweaks to the algorithm forum thread summarization is working definitely worse 

in comparison to multi-document summarization. On the issue of performance the results were not 

very conclusive. In most cases the algorithm converges notably faster, but there were some cases 

when the algorithm was working for the full number of generations and failed to achieve good results. 

This is also reflected by notable growth of score variance. 

7. Conclusions and future work 

For the purpose of future development of dataset(s) for evaluation of summaries some experiments 

were performed. It was shown that it’s possible to achieve good (rated as acceptable by human 

experts) results with genetic algorithms for semi-automatic summary generations for multi-document 

summarization dataset. For the purpose of thread summarization dataset it can be beneficial to 

combine different approaches. Relatively high variance in scores points to some good and some poor 

results. It can be presumed that by picking n-best from several methods the abovementioned problems 

can be alleviated. The strange behavior of optimization algorithms probably emerges from the nature 

of the medium of thread discussions. Unlike journalists forum writers actually discuss things directly 

and often quote each other creating complex and convoluted chains of reasoning. More so, sometimes 

they don’t quote directly but instead make indirect references or conclusions based on discussed 

subject. It makes analysis of such occasions inconvenient not only for the algorithm but also for 

human assistants. The future work will be centered on getting enough manpower to implement 

datasets for Slavic languages, first and foremost a dataset for Ukrainian language. 
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