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Abstract  
Nowadays the most urgent challenge behind computer image recognition has become a 

problem of three dimensional reconstruction of the world or environment from the two 

dimensional representation like 2D images. Such a tendency is especially obvious in the 

example of architecture companies' requirements.  In common one has no access to the ready-

to-use 3D model. Therefore one has to somehow recognize and reconstruct a three dimensional 

model or object based on its two dimensional representation from different viewports. Novelty 

can be an approach that allows one not only to use 2D images for feature extraction and 

classification but also ready 3D models or objects of the same type. In such circumstances one 

can train neural network recognition models to utilize 3D models, especially their 

distinguishing features as voxel occupancy or surface curvature. It became obvious that most 

of the scientists and researchers that are researching the processes in this area commonly 

develop algorithms of 2D image recognition and extraction features of the same 2D images for 

further usage in image recognition systems with the aim to classify them and reconstruct the 

3D model. Therefore one can build a classifier of three dimensional shapes using not only two 

dimensional images but also 3D models. Therefore in this paper we propose a new multi 

presentational 3D model classification framework. Precisely, in this work for the cross 

presentational information multiple two dimensional images of a three dimensional model as 

input was used, as well as the extraction of the high level cross presentational information using 

multiple 2D CNN in separated mode. 
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1. Introduction 

Nowadays the most urgent challenge behind computer image recognition has become a problem of 

three dimensional reconstruction of the world or environment from the two dimensional representation 
like 2D images. Such a tendency is especially obvious in the example of architecture companies' 

requirements. In common one has no access to the ready-to-use 3D model. Therefore one has to 

somehow recognize and reconstruct a three dimensional model or object based on its two dimensional 
representation from different viewports. Therefore model or object classification become a next critical 

problem in computer image recognition. Classified objects can be very helpful in future for tasks like 

3D reconstruction, object detection or object tracking. Traditional approaches to classify objects or 

models is to extract features (e.g.: SURF, HOG) or to descript and then classify (e.g.: Bayes approach, 
SVM). 

One can outline three main ways of input used to perform three dimensional model classification: 

3D voxel, point cloud and multi presentation image. 
Concluding above mentioned, it became obvious that most of the scientists and researchers that are 

researching the processes in this area commonly develop algorithms of 2D image recognition and 
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extraction features of the same 2D images for further usage in image recognition systems with the aim 
to classify them and reconstruct the 3D model. 

Novelty can be an approach that allows one not only to use 2D images for feature extraction and 

classification but also ready 3D models or objects of the same type. In such circumstances one can train 

neural network recognition models to utilize 3D models, especially their distinguishing features as 
voxel occupancy or surface curvature. Therefore one can build a classifier of three dimensional shapes 

using not only two dimensional images but also 3D models. Moreover such approaches become easy 

to achieve according to the emergency of a large variety of different 3D object repositories (e.g.: 
Shapeways, TurboSquid and others).  Some authors [1] in their scientific studies overviews such an 

approach by presenting a 3D object classifier built on a DNN architecture that in turn was trained on 

the voxel models. Basically it was a classifier processing 3D objects to recognize and build up three 
dimensional shapes. Such an approach is totally consistent. Nevertheless, in this paper another way is 

proposed: to build a 3D object classifier by utilization of the two dimensional images that are renderings 

of the 3D model. Using such an approach one can greatly increase performance and outstand the 

approach with direct 3D representations use. Looking ahead, a convolutional neural network (CNN) 
that was trained on a N-size set of prerendered 3D model presentations with only a single presentation 

at a test iteration increases accuracy of the category recognition comparing to the model proposed by 

authors in their scientific paper [1] that was trained directly on the 3D objects. It should be also noted 
that by increasing the amount of presentations used at the test iteration one can increase performance, 

but it requires more computational resources. Although it became obvious that one can concatenate 

information of a 2D presentation range into a single descriptor using multi-view CNN. Such a descriptor 
in turn contains such an amount of the information for classification purposes as the full collection of 

view-based descriptors of the model. In fact it also amplifies efficiency of the retrieval while using both 

a similar 3D model or a simple picture regardless if it is digital or hand-drawn, without any resorting 

that tremendously slower methods that are based on pair comparisons of image.  
During the last decades Deep Convolutional Neural Networks (DCNN) became popular and took 

huge advances due to their ability for image classification. Dozens of images are classified using DCNN 

into thousands of possible categories. Opposed to the single presentation DCNN milti presentation CNN 
states for learning convolutional models in the parametric settings where a range of presentation data is 

available. In other worlds - it integrates different presentations’ discriminative information, which in 

turn produce much more exhaustive representation for the sequential learning process. If one does not 

consider the above mentioned scientific paper [1] which proposes shape descriptors from the voxel-
based view of a model through 3D convolutional neural networks, previous researches in field of 3D 

model descriptors were largely pioneer sketches according to a particular geometric property of the 

model surface or volume. As an example, model shapes can be interpreted as a histogram or set of 
model features it was constructed of like distance, angels, triangles and normals [12] that are in turn 

gathered in the predefined surface points [13] as well as properties of functions defined by volumetric 

grid [14], local model measured diameters relative to the surface points [15], kernel signatures plotted 
on the polygon meshes [16] or SIFT and SURF feature descriptor extensions for the voxel grids. 

Therefore any development of the classifiers or any other machine learning models with teachers on the 

basis of previously mentioned model descriptors defines a range of accompanying problems to be 

solved. Biggest issue is that the size of well organized repositories with labeled 3D objects is much 
more limited than image datasets available for research purposes. To make it clear - Model Net 

repository counts nearly 170 thousand models, opposed the Image Net database [17] stores millions of 

labeled images. Next issue is concerning 3D model descriptors themselves, 3D model descriptors are 
very multidimensional that results in overfitting. As an another example, which is mostly common in 

computer graphics setups, can be the Light Field descriptor [19].  Light Field descriptor extracts Fourier 

and geometric parameters set from silhouettes of the object rendered in different viewports. However, 
the object's silhouette itself can be decomposed into parts and then be represented in the form of the 

acyclic graph. Authors [20] defined resemblance parametric metrics based on the curves that are 

matching and therefore grouped similar presentations, that are called 3D model aspect praphs [21]. In 

study [22] authors attempted to compare human drawn sketches with  line drawings of 3D models 
created from several different presentations based on local Gabor filters. In [23] the author proposed to 

use Fisher vectors on SIFT model features for representing shapes in  human sketches. Nevertheless, 

mentioned descriptors are mostly narrowly designed and therefore do not fit across different domains. 
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Concerning the view-based methods, they translate 3D models into a range of 2D representations 
and then use the features extracted from the two dimensional classification CNN. As an example Multi 

View Convolutional Neural Network (MVCNN) [2] uses a range of two dimensional representations 

of the rendered 3D model for its input. Nevertheless view-based descriptors have a range of desirable 

characteristics: they are relatively low-dimensional in comparison to above mentioned, moreover they 
are efficient in the course of evaluation process, and solid in terms of 3D models representation artifacts, 

such as holes, flipped polygon mesh tessellations or uproarious surfaces. However the rendered models 

representations can be directly matched with any other two dimensional picture, image, sketch or even 
silhouette. Early research of the view-based model was demonstrated in the scientific paper [18]. 

Proposed model was able to recognize models by comparison of its appearance in parametric 

eigenspaces built from large sets of three dimensional models rendered to two dimensional images in 
various poses, angles and under different illuminations. According to scientific paper [3] proposed 

decomposition method outsmarts MVCNN but only due to increased computational resource 

consumption at the training stage. Such decomposition approaches utilize two CNN: one for 

presentation pair selection purposes and second for pair labeling. Each of the approaches CNN uses 
CNN(M) model [4], therefore they have to be trained separately. In addition to the MVCNN, 

RotationNet [5] explores multiple presentations from various angles, taking a part of the entire multi 

presentation image of a 3D model as an input, and defines the category of the model through the rotation 
process. Scientific paper [6] defines the multiple presentation group information and in turn proposes 

the Group View Convolutional Neural Network (GVCNN). GVCNN groups the presentation level 

features to generate so-called group level features. Further group level features are combined together 
in order to result in the model level feature. The recursive clustering and pooling layer introduced by 

the authors in the scientific research [7] was developed to concatenate the multi presentation features, 

which are in turn providing more exhaustive capabilities for 3D model classification. In the course of 

this paper one only retrieves information from the range of similar presentations in contrast to MVCNN.  
Concerning the volume-based methods, they are simply applying three dimensional CNN on the 

voxelized shapes of the objects. As an example, authors in research [8] utilize 3D Shape Net and 

therefore propose the application of the Convolutional Deep Belief Network (cDBN) in order to 
interpret a three dimensional geometry as a probability distribution over a three dimensional voxel grid. 

In work [9] authors describe VoxNex as an extension upcasting 2D convolutional neural network kernel 

to 3D convolutional neural network kernel. In [10] researchers introduced VRN Ensemble presenting 

deep convolutional network models for modeling generative and  discriminative voxel. In the same 
research authors explore issues of representations based on the voxel utilizing models. In research [11] 

authors present 3D A Nets developing an adversarial neural network for 3D purposes with the aim to 

efficiently  solve problems concerning processing of the 3D volumetric data. However, every 
convolution centric model for 3D purposes has a huge disadvantage in terms of excessive technical 

complexity and even more exorbitant GPU resources requirements. 

The most rapid and primitive way to obtain a solution to multi presentation 3D model classification 
with use of 2D CNN could be to merge all of the presentations of the model in form of features as a 

single presentation for the neural networks input. But there is one valuable disadvantage - such merged 

input will result in the reduced consistent interpretability of presentation information among different 

presentations. However, some presented models perform 2D convolutional neural networks on 
presentations separately and therefore concatenate them into a pool layer, nevertheless such pooling 

models commonly disregard the content relationships among different presentations. To solve such 

issues this paper proposes an idea for learning the discriminative  cross presentational information 
simultaneously, preserving the content relationship among the range of presentations, cross-

presentational information. Moreover, the proposed idea integrates the mentioned two sorts of 

information using milti presentation loss fusion method for end-to-end three dimensional model 
classification.  

Therefore in this paper we propose a new multi presentational 3D model classification framework. 

Precisely, in this work for the cross presentational information multiple two dimensional images of a 

three dimensional model as input was used, as well as the extraction of the high level cross 
presentational information using multiple 2D CNN in separated mode. It is supportive to define the 

intrinsic attributed information for each presentation. For the cross presentational information the cross 

presentational information of the single presentation and that of all other various presentations are 
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utilized in this scientific paper to evaluate the outer products, which in turn obtain the correlation 
parametric matrices between different parameters of each presentation pair. Further the amplified 

correlation matrix was captured by the maximization operation at the corresponding locations of 

obtained correlation matrices in the direction of various presentation pairs. Afterall, one dimensional 

convolution and completely connected (CC) transformation over the amplified correlation matrix was 
applied in order to obtain high-level cross presentational information of each presentation. It is obliging 

to describe the content relationship among the presentations. When the above information was gained, 

it was merged and given as input parameter into the presentation specific CC layer, which in order 
obtains the presentation specific loss value as well as label prediction. For the cross presentational loss 

fusion method, a 𝑍0 constrained optimization problem was formulated with the regard to the weights 

of the various presentations and therefore obtained the optimal weight distribution. It was valuable to 
select different discriminative and informative presentations determined by the high weights and use 

their corresponding predictions to build a joint decision. The main goals of this research may be 

concluded as following: 

 Present and propose a new multi presentation framework that stores the discriminative 

information with its relationships among presentations for different presentations and designs 
presentation set mechanism with use of the multi presentational fusion method in order to perform 

end-to-end 3D models classification. 

 Propose the discriminative information with relationships by merging cross presentational and 

presentational information itself,  where presentational information itself is generated as a result of 
one dimensional convolution as well as CC transformation application over the amplified correlation 

matrix which in turn was gained by the outer product and presentation pair pooling. 

 Moreover, a multi-presentational loss fusion method was proposed by solving a 𝑍0 constraint 

optimization to build a joint decision for inferring the category. 

2. Previous researches 

For instance, in scientific research [2] authors describe MVCNN where multi presentation images 
were obtained by the 3D rotations passed through shared convolutional neural networks separately, 

therefore merging at the presentation pool layer and further used as input parameter for another 

convolutional neural network. Nevertheless, the disadvantage of MVCNN is that its pooling layer 
disregards the divergence between different presentations, where some of the presentations are 

distinctive while others have common information. In [6] authors proposed Group View Convolutional 

Neural Network introducing the presentation, the group, and the shape level descriptor, therefore 

providing a grouping scheme to divide the presentations in terms of the discrimination weights. 
However, the parameters of the thresholds of grouping weights inside the grouping module cannot be 

guided by more discriminative information. 

Convolutional Neural Networks have shown promising results for 3D geometry prediction. They 
can make predictions from very little input data such as a single color image. A major limitation of such 

approaches is that they only predict a coarse resolution voxel grid, which does not capture the surface 

of the objects well. We propose a general framework, called hierarchical surface prediction (HSP), 
which facilitates prediction of high resolution voxel grids. The main insight is that it is sufficient to 

predict high resolution voxels around the predicted surfaces. [32] 

As for the 2D image classification and data extraction where also several scientific works.  

Fei-Fei, L., Fergus, R., & Perona, P. used the Caltech 101 set that was among the first standardized 
datasets for multi-category image classification, it contains 101 object classes with generally 30 training 

sample images per single class. Later the set was reworked by Gregory and Holub Griffin and Alex and 

Perona Pietro’s and became Caltech 256, which is the set with the increased number of object classes 
to 256 and added images with greater scale and background variability. However, since all of the 

mentioned data sets have not been manually verified, they contain many errors that are in a way making 

it unsuitable for precise algorithm evaluation activities.[28, 33] 

Few publications [31, 32] states that it is possible to generate a 3D model, using a single input image 
and convolutional neural networks (CNN) (Figure 1). One can assume that it can be considered as 

simple enough for the third consumer-friendly requirement. The assumption that requires testing is the 
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limitation of the output resolution and swiftness of generation time, which has not been ever specified 
in any of the papers mentioned above. The key purpose of this work is to define the possible limitations 

of convolutional neural networks usage for 3D models generation, taking into account output resolution 

and generation swiftness. Moreover, this work also focuses on balancing, between an increase in the 

resolution quality and time consumption for output generation. 

 

Figure 1: Visual Representation of the Convolutional Neural Network Algorithm 

3. Formulation of the proposed method 

As it was mentioned above, the goal in this research is to develop a presentation based descriptor 

for 3D models that are trainable, produce informative representations for recognition and evaluation 
problems, that won't be complex and will be efficient to compute. In this section of the article, the 

proposed method is illustrated in detail, which is a joint multi-presentation 2D CNN learning framework 

aimed to integrate the cross presentation and presentation information of the 3D models by the multi 
presentation convolutional representation with loss fusion. The input data of the proposed method is 

rendered by multiple 2D presentations of a 3D model, which belongs to the presentation based 

approach. 12 rendered presentations were created by placing 12 virtual cameras around the mesh every 
30 degrees. The reason for rendering from such viewports is that it is unknown exactly which one can 

provide a good representative overview of the model. In this research one use of multiple 2D 

presentations to describe a 3D model and one 2D image per presentation. It was found that the multi 

presentation representation contains rich information of 3D models and can be applied to various 
practical problems. For the CNN features, it used the Res Net 18 [24] as the base architecture which 

consists of 17 convolutional layers followed by one CC layer, in order to capture the cross presentation 

information for each presentation. The Res Net-18 was pre-trained on the ImageNet repository image 
set consisting of 1000 categories and then was calibrated on all 2D presentations of 3D models in the 

training set. The CNN features can capture the high-level information for each presentation, which 

results in better performance on classification compared with some previously proposed descriptors 
[25-27, 29-30]. 

Based on the above subsection, given a 3D model, one first takes a set of two dimensional input 

images captured from different angles, and each image is passed through a 2D CNN to get the high 

level representation in the presentation level. Assumed that 𝑥𝑣 ∈ 𝑅𝐻×𝑊×𝐷   and 𝑥𝑐𝑟𝑜𝑠𝑠
𝑣 = 𝑓𝑐𝑛𝑛(𝑥𝑣 ) ∈

𝑅𝐷𝑐𝑟𝑜𝑠𝑠   are the input image and the learned features before CC layer by CNN from the 𝑣-th presentation, 

Input Image

Convolutional layer

Pooling layer

Convolutional layer

Pooling layer

Fully-connected layer

Predicted output
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respectively, where H, W, and D determine the height, width, and channel. For the 𝑣-th presentation, a 

set 𝑆𝑣 which contains different presentation pairs with respect to the 𝑣-th presentation was defined, 

resulting in, 

𝑆𝑣 |𝑀𝑣=1 = {(𝑣, 𝑣̅)}
𝑣̅=

{1,...,𝑀}
𝑣

| 𝑀𝑣=1, 
 

(1) 

where M is the number of two dimension input images and (𝑣, 𝑣̅) = ( 𝑣̅, 𝑣). Therefore, the proposed 

presentation information for the 𝑣-th presentation 𝑥𝑐𝑟𝑜𝑠𝑠
𝑣  across presentations can be calculated by using 

the outer product,  presentation pair pooling, and one dimension convolution. Described as: 

𝑥𝑒𝑛
𝑣,𝑣̅ = 𝑥𝑐𝑟𝑜𝑠𝑠

𝑣 ⊗ 𝑥𝑐𝑟𝑜𝑠𝑠
𝑣̅  

 

(2) 

𝑥𝑒𝑛
𝑆𝑣 = {𝑥𝑒𝑛

𝑣,𝑣̅}
𝑣̅=

{1,...,𝑀}
𝑣

  (3) 

𝑥𝑐𝑟𝑜𝑠𝑠
𝑣 = 𝑓𝑐𝑜𝑛𝑣(𝛤(𝑥𝑒𝑛

𝑆𝑣 )) 

 

(4) 

where 𝑥𝑒𝑛
𝑣,𝑣̅ ∈ 𝑅𝐷𝑐𝑟𝑜𝑠𝑠×𝐷𝑐𝑟𝑜𝑠𝑠  defines the outer product of a presentation pair (𝑣, 𝑣̅), which captures 

correlations by multiplying each element of 𝑥𝑐𝑟𝑜𝑠𝑠
𝑣  by each element of 𝑥𝑐𝑟𝑜𝑠𝑠

𝑣̅ . Extending to all the 

presentation pairs of the 𝑣-th presentation, 𝑥𝑒𝑛
𝑆𝑣 ∈ 𝑅𝐷𝑐𝑟𝑜𝑠𝑠×𝐷𝑐𝑟𝑜𝑠𝑠×(𝑀−1) stores the correlation information 

of the 𝑣-th presentation with respect to other M−1 presentations. Moreover, 𝛤(𝑥𝑒𝑛
𝑆𝑣 ) ∈ 𝑅𝐷𝑐𝑟𝑜𝑠𝑠×𝐷𝑐𝑟𝑜𝑠𝑠  

maximizes the correlations of M −1 presentation pairs in 𝑆𝑣 along the direction of different presentation 

pairs for the 𝑣-th presentation, where 𝛤 is the presentation pair pooling operation. Therefore, the high-

level cross presentation information 𝑥𝑐𝑟𝑜𝑠𝑠
𝑣 ∈ 𝑅𝐷𝑐𝑟𝑜𝑠𝑠  is generated by applying 𝑓𝑐𝑜𝑛𝑣  over 𝛤(𝑥𝑒𝑛

𝑆𝑣 ), which 

consists of two steps that transforms each row of 𝛤(𝑥𝑒𝑛
𝑆𝑣 ) into a K-dimension vector by applying a one 

dimensional convolution (with kernel size=1) and merging 𝐷𝑐𝑟𝑜𝑠𝑠  K-dimension vectors to project into 

a 𝐷𝑐𝑟𝑜𝑠𝑠-dimension vector (𝑥𝑐𝑟𝑜𝑠𝑠
𝑣 ) through a CC layer.  

Afterwards, x v intra and x v inter were combined by a merging operation and then used as input 
parameters for the CC layer in order to obtain the corresponding loss and label prediction of each 

presentation. Described as, 

𝑥𝑐𝑜𝑛
𝑣 = 𝑓𝑐𝑎𝑡(𝑥𝑐𝑟𝑜𝑠𝑠

𝑣 , 𝑥𝑣) 
 

(5) 

𝑧𝑣 = 𝑓𝑐𝑐(𝑥𝑐𝑜𝑛
𝑣 ) 

 
(6) 

where 𝑥𝑐𝑜𝑛
𝑣 ∈ 𝑅𝐷𝑐𝑟𝑜𝑠𝑠+𝐷 defines the comprehensive information of each presentation and 𝑧𝑣 ∈ 𝑅𝑁𝑐  is 

produced by 𝑓𝑐𝑐 with input 𝑥𝑐𝑜𝑛
𝑣 , indicating the probability distribution over the possible classes for 

each presentation, and 𝑁𝑐 is the number of categories. After, it was proposed a new adaptive-weighting 

loss fusion method with proper meager for multiple predictions 𝑧𝑣 |𝑀𝑣=1 to build a joint decision and 
implement the multi presentation 3D model classification, which can be shown as, 

𝛼⊤1 = 1, 𝛼 ≥ 0, ||𝛼||
0

= 𝑠 ∑ 𝛼𝑣
𝛾

𝐿𝑣(𝑧𝑣 , 𝑦)

𝑀

𝑣=1

 

 

(7) 

𝐿𝑣(𝑧𝑣 , 𝑦)  = −𝑙𝑜𝑔(
𝑒𝑥𝑝(𝑧𝑦

𝑣)

∑ 𝑒𝑥𝑝(𝑧𝑜
𝑣)

𝑁𝑐
𝑜=1

) 

 

(8) 

where 𝛼 ∈ 𝑅𝑀  is a weight vector corresponding to multiple presentations, 𝑦 ∈ 𝑅 defines the 

common label information of all the presentations for an object, and 𝐿𝑣(𝑧𝑣 , 𝑦) ∈ 𝑅 is the cross-entropy 

loss of the 𝑣-th presentation. γ > 1 is the power exponent parameter of the weight 𝛼𝑣, which adjusts the 

weight distribution of different views flexibly and avoids the trivial solution of α during the 

classification. ||𝛼||
0
= s is used to constrain the sparseness of the weight vector α, where 𝑠 ∈ 𝑁+ denotes 
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the number of nonzero elements in α. Crucially, the 𝑍0-norm constraint is able to capture the global 
relations among different views and is able to achieve presentation-wise sparseness such that only a 

few discriminative and informative views are selected during the optimization to make decisions 

Afterwards, the proposed method on the Model Net 40 dataset was evaluated and comparisons with 

several state-of-the-art methods was done. As it is common - classification in 3D is mainly based on 
the Computer Aided Design (CAD) model. Only one widely used repository is Model Net [8] has more 

than 130 thousand 3D CAD models from over 600 categories. Model Net 40 [27] provided on the 

Princeton Model Net website is a subset of the Model Net and has around 12 thousand models from 40 
common categories. Figure 1 selects 4 kinds of simple categories to intuitively show 6 2D presentations 

rendered from 3D models, where 6 presentations are generated from 360 degrees with an interval of 60 

degrees (for the experiment itself one used 12 presentations of the same models with an interval of 30 
degrees).  

 
Figure 2: Example presentations generated by categories of 3D models in Model Net 40 

Proposed method was compared with several state-of-theart methods for multi presentation 3D 
models classification, including both presentation and volume-based methods MVCNN Multi Res, 

Minto, common volume-based methods 3DShapeNets, common point-based methods PointNet , and 

common presentation based methods MVCNN.  
With consideration of the FLOPs of the Deeper Convolutional Neural Network and a better trade-

off between accuracy and memory consumption levels compared to other classical CNN Res Net 18 is 

a good choice but not limited to this convolutional neural network architecture. To evaluate the base 

architectures, the results of Multi View Convolutional Neural Network were compared with ResNet-
18, whose results are shown in Table 1. Evidently, the usage of the Res Net 18 can result in the 

performance increase of Multi View Convolutional Neural Network. For example, Multi View 

Convolutional Neural Network (ResNet18) with 12 views achieves 3.3% improvements compared with 
standalone Multi View Convolutional Neural Network. For proposed method, the parameters of 

ResNet-18 were calibrated using the Model Net 40 dataset and use Adam with 𝑙𝑒𝑎𝑟𝑛𝑖𝑛𝑔 𝑟𝑎𝑡𝑒 =  5 ∗
10 − 6 , 𝛽1 =  0.7, 𝛽2 =  0.933, 𝑤𝑒𝑖𝑔ℎ𝑡 𝑑𝑒𝑐𝑎𝑦 =  0.0001, 𝑏𝑎𝑡𝑐ℎ 𝑠𝑖𝑧𝑒 =  8, 𝑒𝑝𝑜𝑐ℎ =  60 for 

optimization. Furthermore, there are two parameters 𝑠 and 𝛾 in the proposed method, where s represents 

the number of nonzero elements in 𝛼 and 𝛾 is the power exponent of each element of 𝛼. s was calibrated 

in the range of [6, 12] with step 1 to select a few discriminative and informative presentations to build 

a joint decision during classification. 𝛾 was varied from 1.5 𝑡𝑜 10 with a step of 1 to explore the 

influence on different values of 𝛾 on classification accuracy. Based on the proper parameters 𝑠 =  9 
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and 𝛾 =  2.5, one can train an optimal model to improve the performance of classifying 3D models 
tremendously (see Table 1). 

Table 1 
Accuracy results using existing methods and proposed method 

Method Accuracy 

MVCNN 89.90% 
MVCNN (ResNet18) 92.20% 

Proposed (ResNet18) 93.01% 

The performance of different modules of the proposed method was evaluated and reported in 

Table 2. The demonstrated researches outline that the weight distribution α, the sparsity of multiple 

presentations, and the cross presentation information for any different presentations play different roles 
during classifying 3D models. 

Table 2 
Accuracy results using different approaches to the proposed method 

Method Accuracy 

Proposed (merge) 88.02% 
Proposed (α) 92.61% 
Proposed (s) 92.23% 

Proposed (α + s) 92.98% 
Proposed (α + s+cross) 93.01% 

4. Conclusions 

First, all of the multi presentation methods outperform the single presentation method, which verifies 

the advantages of multi presentation representations. Second, the classification accuracy of proposed 

(𝛼 +  𝑠) is better than that of proposed (𝛼) and proposed (𝑠), respectively. It is obvious that considering 

the weight distribution and the sparsity of multiple presentations simultaneously is reasonable and 

effective. Finally, proposed (𝛼 +  𝑠 + 𝑐𝑟𝑜𝑠𝑠) obtains better performance than any other method, which 

shows that cross presentation information across presentations also plays an important role. The 
experimental results of different methods and their comparisons are reported in Table 3. The proposed 

method (𝛼 +  𝑠 + 𝑐𝑟𝑜𝑠𝑠) with 12 presentations achieves the best classification accuracy. Firstly, 

compared with the ‘view,volume’- based methods, for example MVCNN-MultiRes, the proposed 

method gains 0.81% improvements. It is obvious that the inputs of  these methods contain both 2D and 

3D information, however making them work well with each other needs to be improved. Secondly, 

compared with the volume-based methods, the proposed method obtains 7.28% improvements. It is 

found that these volume-based methods also cannot address 3D volumetric data processing effectively. 
Thirdly, making comparisons between the points-based methods and proposed methods, the 

performance of classifying 3D models can be achieved by 4.67% improvements. However, the problem 

of effectively modeling point clouds still needs to be solved. This verifies the superiority of the proposed 
method at merging the cross presentation information and a selective and adaptive weighting strategy 

into a unified multi presentation framework. Weights of different views on Model Net 40 dataset were 

evaluated. The higher weight indicates that the presentation provides more valuable information and 

makes more contributions during the multi presentation 3D model classification. In this paper, a new 
2D CNN based multi presentation framework for 3D object classification was proposed. It takes the 

multiple 2D images rendered from the 3D CAD model as the inputs. It not only contains the 

discriminative information with relationships among presentations but also provides a novel 
presentation merging mechanism for fusing multiple presentations to build a joint  decision for 

classifying 3D models. The experimental results verify the superiority and effectiveness of the proposed 

method in 3D modes classification. 
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Table 3 
Accuracy comparison using different methods 

Method Input Amount of 
presentations 

Accuracy 

MVCNN(MultiRes) view,volume - 92.20% 
3D Shape Net volume 1 85.73% 

Point Net points 1 88.34% 
Proposed (α + s+cross) view 12 93.01% 
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