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Abstract
ImageCLEFmedical 2022 Caption Task is an example of a challenging research problem in the field of
image captioning. The goal of this research is to automatically generate accurate captions describing a
given medical image. We describe five approaches using image retrieval and Deep Learning . In this
paper, we have adopted K-nn as image retrieval, X-VLM and Show, Attend and Tell as Deep Neural
Network (DNN). Furthermore, we describe the effectiveness of a method that uses information from the
CUI code as an input feature for DNN. We submitted 8 runs to the caption prediction task, and achieved
the BLEU score of 0.278 and the ROUGE score of 0.158, which ranked 7th among the participating teams.
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1. Introduction

In recent years, multimodal processing of images and natural language has attracted much
attention in the field of machine learning. Image Captioning is one of these representative tasks,
which aims at proper captioning of input images. As these accuracies improve, it is expected
that computers will not only be able to detect objects in images, but also to understand the
relationships and behaviors between objects. Image captioning is also effective in the medical
field. For example, interpreting and summarizing possible disease symptoms from a large
number of radiology images (e.g. X-ray images and CT images) is a time-consuming task that
can only be understood by highly knowledgeable specialists. If computers could understand
medical images and generate accurate captions, it would help solve the world’s growing shortage
of medical doctors. However, there is still the bottleneck problem that few physicians are able
to give accurate annotations.

The nature of medical images are quite different from general images such as MS-COCO [1]
in many aspects.
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A player readies for a swing during a tennis game . chest xray posteroanterior view suggestive 
of a large opacity on the left side chest
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Figure 1: Example of general (left) and medical (right) Caption Prediction data& left image : via
MS-COCO, [CC BY 4.0](https://cocodataset.org/), right image:CC BY [Wadhwa et al. (2021)](https:
//www.ncbi.nlm.nih.gov/pmc/articles/PMC8476187/).

In the following, we first describe related work on Image Captioning task and Medical Image
Captioning in Section 2, followed by the description of the dataset provided for ImageCLEFmed-
ical 2022 Caption Prediction [2] [3] dataset in Section 3. In Section 4, we describe details of
the method we have applied, and then of our experiments we have conducted in Section 5. We
finally conclude this paper in Section 6.

2. Related Work

In this section, we introduce previous studies related to this research. First, as representative
studies of caption generation in general, Show and Tell by Vinyals et al. Vinyals’ work uses a
CNN (convolutional neural network) [4] as an image encoder and an RNN (recurrent neural
network) as a decoder. Such a model is called an encoder-decoder model and is the basis of
current caption generation.

Vinyals et al. achieved the highest accuracy at that time on the MS-COCO dataset. Xu et
al.’s [5] work was based on Vinyals et al.’s work. By incorporating visual attention [6] into the
caption generation model using CNN and LSTM (Long Short Term Memory) [7], they were
able to generate more descriptive captions. This study achieved the highest accuracy at the
time of publication. Anderson et al. [8] demonstrated that combining both bottom-up attention
with Faster R-CNN [9] and top-down attention with weighted averaging can be used for both
Image Captioning and Visual Question Answering [10]. Anderson et al. achieved SOTA on
both the Image Captioning and Visual Question Answering tasks by combining both bottom-up
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attention with Faster R-CNN and top-down attention with weighted average. In recent years,
research on caption generation using transformers has achieved SOTA.

In 2019, Jing et al. [11] proposed a method for generating captions for chest X-ray images using
an Encoder-Decoder model with Co-Attention [12]. In 2021, the Medical Caption Prediction
Task was held at the international competition ImageCLEF 2021 [13]. Thus, caption generation
in the medical field is a challenging research field that continues to attract attention.

3. Dataset

For the ImageCLEFmedical 2022 Caption Prediction task, organizers have provided us with
a training set of 83,275 radiology images with the same number of captions, a validation set
of 7,645 radiology images with the same number of captions, and a test set of 7,601 radiology
images with the same number of captions. These images are part of ROCO dataset [14]. We are
supposed to use these as our datasets. Most of the images in the dataset are non-colored, and
they potentially include non-essential logos, arrow symbols, numbers and texts. The image data
set included multiple modalities such as CT, MRI, X-ray, ultrasound images, and angiographic
images. The task participants have to generate automatic caption based on radiology image
data.

According to our analysis, the top word frequencies were dominated by prepositions and
words such as right and left that indicate position. The top 14 ranking words in terms of word
frequency are summarized in Table 1.

Table 1
Word frequency Ranking in Caption Dataset

Rank Word Freq Rank Word Freq
1 show 41,364 7 scan 11,655
2 arrow 24,555 8 tomography 10,628
3 right 20,340 9 chest 10,052
4 ct 16,495 10 mass 9,192
5 image 14,703 11 view 8,580
6 left 12,752 12 radiograph 8,025

For our experiments, we merged the provided training and validation sets and used 10% of
the merged data as our validation set, and another 10% of the merged data as our development
set in which we evaluated the performance of our models. The remaining 80% served as the
training set.

4. Methodology

In this section, we describe the approaches that were used in our submissions.



4.1. Image Preprocessing

Given that the images in the dataset are black and white images, we tried pseudo colorization
to the images. Pseudo colorization is the assignment of a color map to an image. We used the
Open-CV [15] JET colormap for the colormap. We show an example of the pseudo-coloring in
Figure 2.

4.2. Image Retrieval Approach

Image retrieval methods were one of the major methods in CLEF2021. Last year, AUEB-NLP
Gloup [16] and PUC Chile Team [17] adopted this method and achieved top scores. Since the
most medical images are grayscale images, retrieval methods may be more effective than DNN
methods. We similarly tested the effectiveness of our image retrieval method. We illustrate our
image retrieval method in Figure 3. We have tried an ensemble of image retrieval methods. The
ensemble method is a majority voting of five images predicted using each feature extractor.

Original Image Pseudo Colorized Image
ImageCLEFmedCaption_2022_train_005506.jpg

Figure 2: Example of Original Image (left) and Pseudo Colorization (right), CC BY [CC BY-NC-ND
[Peixoto et al. (2015)]](https://www.ncbi.nlm.nih.gov/pmc/articles/PMC5580006/).

First, we extracted features from all images using a several feature extractor. Next, we
compute approximation based on the features using the Cosine similarity or Euclidean distance.
Finally, we assign captions to test images from the retrieval results.

We adopted DenseNet121 [18], DenseNet201 [18], ResNet-50 [19], ResNet-152 [19],
EfficientNet-B0 [20], EfficientNet-B7 [20], Inception-V3 [21], Xception [22],inception ResNet-V2
[23] and Nas Net Large [24] as feature extractor.

4.3. DNN Approach

DNN methods were one of the orthodox methods in CLEF2021. We have adopted Show, Attend
and Tell [5] and X-VLM [25] as DNN baseline methods.

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC5580006/
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Figure 3: Image Retrieval System’s Flow, via CC BY-NC [Hekmat et al. (2016)](https://www.ncbi.nlm.nih.
gov/pmc/articles/PMC4835740/), CC BY [Abidi et al. (2015)](https://www.ncbi.nlm.nih.gov/pmc/articles/
PMC4769046/), CC BY [Apaydin et al. (2018)](https://www.ncbi.nlm.nih.gov/pmc/articles/PMC6202798/),
CC BY-NC-ND [Datta et al. (2018)](https://www.ncbi.nlm.nih.gov/pmc/articles/PMC5925857/)

4.3.1. Show, Attend and Tell

This model is capable of highly accurate captioning without using object detection. Our team
achived 3rd in CLEF2021 with this model and Effective Image Preprocessing. The architecture
of the models is almost the same, while our model differs in that we employ ResNet-101 [19]
instead of VGG16 [4] as the CNN encoder. Furthermore, we have adopted DenseNet201 as the
CNN encoder. In decoder part, words are predicted by LSTM with Attention based on the image
features. The output captions are the best alignment of the predicted words by Beam Search.
We illustrate our image retrieval method in Figure 4.

4.3.2. X-VLM

Most modern caption generation models use object detectors. X-VLM [25] achieved SOTA
in the Image Captioning task without using an object detector. We have adopted this model
directly to this task. We illustrate X-VLM method in Figure 5. The X-VLM consists of an image
encoder, a text encoder, and a cross-modal encoder. All encoders are based on Transformer. The
cross-modal encoder fuses visual and linguistic features through cross-attention at each layer.
In image encoder part, after images (224×224) are divided into 32x32 patches (called patches),
they are reshaped while retaining its positional information. In bounding box prediction part,
the model predicts the box for the text and input CLS tokens from Cross-model Encoder into
MLP. In contrastive learning part, Contrastive Learning is performed using cosine similarity
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Figure 4: Model of Show, Attend and Tell [CC BY-NC-ND [Peixoto et al. (2015)]](https://www.ncbi.
nlm.nih.gov/pmc/articles/PMC5580006/)]

Table 2
The hyperparameters of X-VLM

Name Parameter

Epochs 120
Batch Size 32

Patch Size of ViT 32
Num of Decoder Layers 6

Optimizer Adam [26]

in vision-to-text and text-to-vision. Texts that are not paired are farther apart. In Matching
Prediction, the visual and textual features are checked for a match. We have adopted a 16M
parameter model (trained using CC-12M) as our pre-training model. We used this pre-trained
model for downstream (Image Captioning) training. We used beam search, with the beam size
for each step equal to 8. The hyperparameters we used for each model, after light tuning, can
be seen in Table 2.

4.4. Combination of Retrieval and DNN Approach

This method adds a mechanism to the baseline method to predict CUI (Concept Unique Identifier)
codes contained in images and use them as new features. Concept detection is not performed
during training, but only during inference. During training, the CUI codes assigned to images
are directly used for training. Figure 6 shows an overview of the proposed method during

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC5580006/
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Figure 5: Pre-training model ardhitecture of X-VLM

training and inference, respectively. The details of this model are described next.
The procedure of creating CUI features is as follows. First, the number of predicted CUI

codes is set to be 50 (the maximum number of CUI codes in the dataset), and the missing codes
are compensated by assigning “None” to them. Next, for each CUI code (including “None” ),
perform Word Embedding with Embedding Dim=32. Finally, the final CUI features are the
flattened ones. Using this concatenated CUI and image features, Show, Attend and Tell performs
caption prediction.

5. Submission and Results

We have submitted eight runs using the three methods and pre-processing described in the
previous section. Since the official evaluation metric for caption prediction is BLEU-4, we have
evaluate models using this metric in the development set to determine which models to submit
(each participant was allowed a maximum of 10 submissions). Tables 3 and 4 shows the scores
for the development set, and Table 5 shows the final scores for our model on the unknown test
caption.

First, we describe our results and findings in the development set. In image retrieval methods,
accuracy has turned out to improve when using ensembles with simple majority voting. Ensem-
ble 1 has a higher BLEU score than Ensemble 2. Comparing Cosine similarity and Euclidean
distance, Euclidean distance provides better retrieval accuracy. The DNN approach yields higher
accuracy for Show, Attend and Tell than X-VLM. We speculate that this is because the MS-COCO
dataset was used in the X-VLM pre-training. The combination of Image Retrieval and DNN
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Figure 6: Combination of Neural Network and Image Retrieval System [CC BY-NC-ND [Peixoto et al.
(2015)]](https://www.ncbi.nlm.nih.gov/pmc/articles/PMC5580006/)]

method have may a negative effect on learning. On the other hand, Pseudo colorization is not
effective, while it works well for X-VLM.

Second, we describe our results and findings in the test set. We submitted to AIcrowd the
systems that scored highly in each of the approaches in our development set. Overall, the
results of the test set scored very much higher than the development set. The highest scoring
submission has turned out to be an image retrieval system using Euclidean distance.

Finally, from organizer’s evaluation, we have achieved a BLEU score of 0.278, a ROUGE
score of 0.158 , a METEOR score of 0.073, a CIDEr score of 0.411, a SPICE score of 0.051and
a BERT score of 0.600 in the ImageCLEFmedical 2022 Caption Prediction task, placing us 7th.
Our submission ranked 7th in the BLEU score, but 1st in the CIDEr score. We achieved the
highest CIDEr score by using image retrieval method to predict words that appear only in
certain images (infrequent words).

6. Conclusion

We have described our system with which we submitted to the ImageCLEFmedical 2022 Caption
Prediction task. In our system, we have done our own data pre-processing, and have attempted
to automatically generate caption with image retrieval, DNN and combination of retrieval and
neural network.

The results demonstrate that some of experiment have improved the caption prediction
accuracy of the image retrieval. Pseudo colorization and combination approach turns out to be
ineffective in this task.

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC5580006/


Table 3
The scores of our Image Retrieval systems on our development set

ID Approach Caluculation BLEU-4 score

ex01 Image Retrieval with DenseNet121 Cosine Similarity 0.025
ex02 Image Retrieval with EfficientNetB0 Cosine Similarity 0.027
ex03 Image Retrieval with EfficientNetB7 Cosine Similarity 0.026
ex04 Image Retrieval with DenseNet201 Cosine Similarity 0.028
ex05 Image Retrieval with ResNet-50 Cosine Similarity 0.026
ex06 Image Retrieval with ResNet-152 Cosine Similarity 0.026
ex07 Image Retrieval with Xception Cosine Similarity 0.025
ex08 Image Retrieval with InceptionResNetV2 Cosine Similarity 0.023
ex09 Image Retrieval with NasNet Large Cosine Similarity 0.022
ex10 Image Retrieval with InceptionV3 Cosine Similarity 0.026
ex11 Ensemble1 (ex01, ex02, ex04, ex05, ex06) Cosine Similarity 0.031
ex12 Ensemble2 (ex01, ex02, ex03, ex04, ex07) Cosine Similarity 0.029
ex13 Ensemble1 (ex01, ex02, ex04, ex05, ex06) Euclidean Distance 0.033
ex14 Ensemble2 (ex01, ex02, ex03, ex04, ex07) Euclidean Distance 0.031

Table 4
The scores of our approaches on our development set

Approach Image Preprocessing BLEU-4 score

Show, Attend and Tell with ResNet-101 None 0.092
Show, Attend and Tell with ResNet-101 Pseudo Colorization 0.090
Show, Attend and Tell with DenseNet201 None 0.095
Show, Attend and Tell with DenseNet201 Pseudo Colorization 0.091
X-VLM None 0.055
X-VLM Pseudo Colorization 0.061
Combination of Retrieval and DNN None 0.056
Combination of Retrieval and DNN Pseudo Colorization 0.054
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