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Abstract  
For those of you who are not familiar with the successful franchise of Pokémon, it revolves 

around imaginary creatures often representing animals mixed with objects, plants, etc. 

Their names reflect these characteristics and are, most of the time, wordplays. 

For this paper some Pokémon names were automatically translated by using the translation 

model T5 with the use of Python. The aim of this paper is to evaluate the overall quality of 

such translation. The results were very diverse, most source sentences stayed unchanged 

but some others were surprising and interesting to point out for diverse reasons. 
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1. Introduction 

For those of you who are not familiar with the successful franchise of Pokémon, it revolves around 

imaginary creatures often representing animals mixed with objects, plants, etc. Their names reflect these 

characteristics and are, most of the time, wordplays. For this paper the T5 model [1] was used to 

automatically translate short puns, many of which were Pokémon names. 

Wordplays and puns are amongst the trickiest things to translate as they often revolve on linguistic 

and cultural aspects specific to the source language. The translator has to make sure that the translation 

is understandable to the target language all the while keeping its humoristic value. [2] Therefore, as one 

can imagine, automatically translating puns can prove very difficult as machines lack the human 

discernment of humor. This paper aims at analyzing the quality of automatic translations made with the 

use of the T5 model. 

The JOKER projet [3] aims at unifying the scientific community working on the automatic 

translation of humor and puns. The Handbook of Translation Studies [4] also features a section about 

humor in translation in which the author addresses the challenges faced with translating humor. 

2. Task 

The task performed in order to analyze the use of the T5 model in translating humor is the JOKER 

lab [5] task 2 named “Translate a given punning construction in a proper noun or a neologism from 

English into French.”. This lab was organized as a part of the CLEF-2022 conference. The goal of this 

task is to automatically translate single-word or short puns from English to French, which is particularly 

tricky due to the lack of context surrounding each word for the model to use. The data includes 1,161 

examples of names of videogames or comics characters containing puns. Many of these names being 

Pokémon names, this paper will focus on these examples. 

3. Methodology description 
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The Google T5 Model was executed with the use of Python to perform these tasks with the help of 

the Simple T5 library1. This model is one of the most performant models existing today. It allows its 

users to perform many different NLP (Natural Language Processing) tasks which include translating, 

summarizing or simplifying documents amongst others. Its performance comes from the fact that it is 

pre-trained with a very diverse corpus called C4 (Colossal Clean Crawled Corpus) which gathers data 

from the Common Crawl, an open corpus created from many documents found on the net especially for 

projects requiring a lot of data. The data from the C4 corpus has been filtered in order to obtain the best 

result possible. In addition to this data, it is possible to train the T5 model with our own data similar to 

the document we want to modify. The user also has the possibility to change some of its parameters, 

allowing a more personalized result. Some of these parameters include the number of times the model 

will train on the training data or the creativity of the model. 

4. Results 

The final results were not submitted to the CLEF organizers and were, therefore, not evaluated by 

them. Some results were interesting enough to point out.  

The Pokémon named “Wartorlte” in English was automatically translated into “Brutadou” in 

French. The English name is composed of the word “war” and the word “turtle”.  We can see that the 

T5 model translated the idea of war by the prefix “brut”, which keeps the idea of brutality. However, 

the “turtle” aspect was lost. One interesting thing to note is the end of the name “Brutadou” which makes 

it fit well with the universe of Pokémon by sounding similar to some other Pokémon names. 

Another clever translation was that of “Morelull”, a Pokémon name mixing the words “morel” and 

“lullaby”. This name was translated into “Mélulli”. Similarly to the case of “Brutadou”, the translation 

only kept one of the two aspects of the original name. The first half of the name “mél”, refers to the 

French word “mélodie” which we could translate by “melody” and conveys a similar idea to “lullaby” 

in the original name. The second half of the name also conveys this idea but was not translated into 

French, instead, the “lull” part was kept but and “i” was added at the end, making the name sound more 

like French Pokémon name. 

The T5 model was however not as successful for every translation. In fact, in many cases, the names 

were not translated at all. In some other cases, the model misinterpreted some aspects of a name. For 

example, the Pokémon named “Zangoose” was translated into “Gazouille” a French word evoking the 

song of a bird. The model surely interpreted the end of the name “zangoose” as the bird “goose”, in 

which case the translation is clever, however, “Zangoose” is a pun using the words “zankon” (“Scar” in 

Japanese) and “mangoose” instead of “goose”. 

5. Conclusion 

Although the model T5 often did not translate the names it was given to translate, it still created 

some very interesting translations. Some of which could be used as such, some other could spark hints 

of better ideas in the corrector. With some tweaking and improvement, the T5 model could become, in 

the future, a great tool in helping translators with their work. 
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