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Abstract  
The CLEF 2022 SimpleText track addresses the challenges of text simplification approaches 

to generate versions of scientific texts for a non-expert audience in highly technical domains, 

such as Computer Science or Medicine. Our work uses the transfer learning capabilities of the 

T5 pre-trained language model, adding a method to control specific simplification features. We 

present a new feature based on masked tokens prediction (Language Model Fill-Mask) to 

control the lexical complexity of the text generation process. The results obtained with the 

SARI metric are at the same level as previous work in other domains for sentence 

simplification. 
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1. Introduction 

In recent decades, the volume of information from multiple sources has grown exponentially. This 

means that, on many occasions, a given person receives textual information that is not adapted to their 

level of comprehension, making it difficult to understand and even generating rejection of the subject 

matter. This may be due to the use of specific vocabularies in areas such as Computer Science, Finance 

or Medicine [1], where neologisms and recently created words appear. It also occurs with cognitive 

disabilities, such as dyslexia or aphasia, where certain words or syntactic structures may be difficult to 

understand. Digital Humanities (DH) [2] is a particularly complicated area, where language has evolved 

over the centuries, leading to the disuse of certain words and syntactic structures. Moreover, many of 

them have changed their meaning, acquiring a completely different one from the original. The use of 

automatic text simplification methods can improve reading comprehension and scientific dissemination. 

Lexical Simplification (LS) is the process of replacing complex words in a given sentence with 

simpler alternatives of equivalent meaning [3]. Syntactic simplification attempts to reduce grammatical 

complexity by finding the most complex syntactic structures and replacing them with simpler ones. 

Finally, sentence simplification aims to reduce the complexity of a sentence while preserving the 

meaning and important information.  

Recent efforts in sentence simplification have been influenced by the techniques used for machine 

translation and summarization. The simplification task is often treated as monolingual translation, 

where a complex sentence is translated into a simpler one, although with a different goal. In a summary, 

the aim is a reduced version of a text, where the most important thing is usually the size of the text 

obtained, keeping as much information as possible. In a machine translation task, the aim is to retain 

the information regardless of the final size of the text, while simplification aims to make the content 

easier to understand. This usually leads to a compressed version of the text, but it is not mandatory. The 

explanation of a concept or acronym may result in a longer text than the original. 
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2. Related work 

Currently, there has been a shift towards work based on deep learning techniques for sentence 

simplification, similar to what has happened with most natural language processing (NLP) tasks. One 

line of research is the use of sequence-to-sequence-based neural networks to predict explicit edit 

operations (adding, deleting and keeping) to transform the original sentence into a simpler version. A 

neural Programmer-Interpreter approach, inspired by the way humans perform iterative simplification 

is proposed by Dong et al.[4]. Later, Cumbicus-Pineda et al. [5], added a convolutional graph module 

with the syntactic information of sentences to aid the detection of complex structures in the 

simplification process. 

Deep learning language models, in particular, pretrained Bidirectional Encoder Representations 

from Transformers (BERT) [6] and transfer learning techniques since ULMFit [7], have revolutionized 

sentence simplification task approaches. Nowadays, it is not necessary to train a model from scratch 

and there is a tendency to start from pre-trained language models such as BERT, RoBERTa [8] or GPT-

3 [9]. Within this type of model, those based on an encoder-decoder architecture have excelled in tasks 

such as text summarization or machine translation. Among them, BART [10], T5 [11] and mT5 [12], 

the latter for texts in a language other than English, are particularly noteworthy. 

3. SimpleText laboratory at CLEF 2022 

The SimpleText laboratory at CLEF 2022 addresses the study of different approaches for text 

simplification to promote access to scientific information. One of its main purposes is the creation of a 

community of researchers interested in such a complex task in the world of NLP as the simplification 

of scientific texts [13]. The information shared in the laboratory focuses on two fields with many 

technical terms, Medicine and Computer Science. In these fields, when a simplified version of the 

content of an article is created, it is done from the perspective of an expert in the field, so the result is 

usually a shortened version of the article full of technicalities. This makes it difficult to be understood 

by a non-expert audience.  

This laboratory is the continuation of the SimpleText workshop, proposed last year for CLEF 2021 

[14]. One of the most important parts of the workshop was to search for possible answers to several 

questions and doubts about text simplification: which terms should be simplified, which terms should 

be contextualized by giving a definition and/or application, how to improve the readability of a given 

short text without losing information, or which metrics are appropriate to evaluate the task. 

3.1. Datasets 

The organization provided a dataset for each of the laboratory tasks. The source of the data to be 

simplified was the Citation Network Dataset: DBLP+Citation, ACM Citation network (12th version). 

For documents belonging to the Computer Science domain, the organization selected 13 topics based 

on headlines from The Guardian newspaper. Medical papers were obtained from Google Scholar and 

Pubmed articles. The text passages extracted from the abstracts were simplified by a master's student 

in translation or by an expert, either a subject matter expert or a professional translator. Each example 

was rewritten several times until it was clear to a non-expert in the field. 

For task 3, the examples have several identifiers (document, query, and sentence), the original text, 

the query text and, in a separate file, the simplified text. The training and test dataset consists of 648 

and 116763 instances respectively. 

4. CLARA-HD model for Text Simplification 

Deep Learning-based language models have proven to be state-of-the-art in multiple NLP tasks. Its 

effectiveness comes from prior training on a self-supervised task, such as a language model or a masked 

token prediction process. Once the model is trained, its use in other tasks requires much less labelled 



text than training a model from scratch. Among all types of models, T5 has shown promising results in 

different tasks such as text summarization, question-answering and classification problems [11].  

We selected a transfer learning approach because the training dataset has only 648 instances. Due to 

the small size of the training data, we trained with a larger dataset, WikiLarge [15]. This is one of the 

largest and most widely used datasets for text simplification. It consists of 296,402 automatically 

aligned sentence pairs extracted from the English version of Wikipedia and Simple Wikipedia [16], 

[17], [18]. We left the shared task dataset to validate the trained model and find the best control token 

hyperparameters with it. 

In addition, we explored the combination of using a pre-trained language model, with a token control 

mechanism based on different features to control the simplification level, similar to the work done by 

Sheang and Saggion [19].  

4.1. Features used for control tokens 

In our work, we have used control tokens to modify several features of the text that previous 

approaches have shown to be useful for text simplification. These include the amount of text 

compression (Chars), word length (Words), paraphrasing (LevSim) and syntactic complexity 

(DepTreeDepth) [19], [20].  

In our case, we added a feature based on the lexical complexity of the words (Fill-Mask). This feature 

uses the masking of certain tokens of sentences for subsequent prediction, under the hypothesis that the 

position within the prediction ranking of the words in the simple version will be lower than in its 

complex version. If a sentence contains simple concepts, the Fill-Mask model will be able to predict 

them before the complex version.  

To predict masked tokens, we used the COVID-SciBERT model [21], an expanded version of 

SciBert [22] with the articles present in the competition COVID-19 Open Research Dataset Challenge 

(CORD-19)2. Therefore, the model has been trained in the two domains, Computer Science and 

Medicine. Due to the high computation times, masked tokens have been only nouns, verbs and 

adjectives, one at a time. An example can be found in Table 1. Once predictions are obtained, the 

position of the masked words within the ranking is stored, and finally, each sentence is identified by the 

median of the results obtained.  

 

Table 1 
Fill-Mask example 

Model Text 

Before Masking Based on the inception - v3 architecture, our system performs better in terms 
of processing complexity and accuracy than many existing models for 

imitation learning. 
COVID-SciBERT Based on the [MASK] - v3 architecture, our system performs better in terms 

of processing complexity and accuracy than many existing models for 
imitation learning. 

 

In summary, the text features used for the simplification check were: 

 

• Chars (CLR): Character length ratio between the original and the target sentence (the simplified 

version). The number of characters in the simplified version is divided by the number of characters 

in the original. Previous work has shown a correlation between simplicity and the number of 

characters in the sentence [23].   

• LevSim (LR): Levenshtein normalized similarity at character-level [16] between the original 

and the simplified version. This feature is a measure of the modifications made including its 

paraphrase level. 

 

2 https://www.kaggle.com/datasets/allen-institute-for-ai/CORD-19-research-challenge 



• DepTreeDepth (DTDR): Maximum depth of the dependency tree of the simplified version 

divided by that of the source, under the assumption that a simple sentence makes use of syntactic 

structures with fewer dependencies than its complex version. 

• Words (WLR): Ratio of the number of words between the original and the simplified sentence. 

The number of words in a simple sentence is divided by the number of words in the complex 

sentence. 

• Language Model Fill-Mask (LMFMR): Position within the prediction ranking of all masked 

words in the simplified version divided by that of the original. A language model trained on a 

masking task can predict earlier the set of masked words in a simple sentence than in a complex 

sentence. LMFMR feature values distribution of the training dataset can be found in Figure 1. 

 

 

 
Figure 1: LMFMR feature values distribution 
 

 

During training, for each pair of sentences, original and simple, the features are calculated and then 

the value of the simple version is divided by the original one. This determines a value for each pair that 

is added as a prefix to the original text, as it can be found in Table 2 (being preceded by the feature 

identifier).  

 

Table 2 
Modified example with calculated features 

Example Text 

Original In the modern era of automation and robotics, autonomous vehicles are currently the 
focus of academic and industrial research. 

Modified simplify: CLR_0.65 DTDR_0.75 LMFMR_0.65 LR_0.65 WLR_0.8 In the modern era of 
automation and robotics, autonomous vehicles are currently the focus of academic 

and industrial research. 

 

At inference time, the values of each feature can be modified to control the sentence compression. 

T5 is a Text-to-Text model in which both the input and output are text. For this purpose, the prefix 

"simplify:" is added to the input text. This format enables different combinations of features without 

changing the architecture of the model. Furthermore, thanks to this format, the testing bench becomes 

faster because the values can be calculated in advance, stored and added at the time of training. 

 



4.2. Experiments 

Due to the large size of current language models, we trained with the T5-small version (60 million 

parameters) on an Nvidia GeForce GTX 1070 Ti GPU, with 8GB of memory. The model was trained 

using the Pytorch-lightning and HuggingFace libraries [24]. All tests have been performed with the 

same hyperparameters such as 5 epochs, a batch size of 6 for both training and validation, a maximum 

number of 256 tokens, a learning rate of 3e-4 and a weight_decay of 0.1. The training time was 36 hours 

for feature generation, mainly due to the long prediction time involved in the Fill-Mask feature, and 20 

hours for training. The total time was 56 hours. 

Once the model was trained, a hyperparameter search was performed using Optuna [23]. Five 

hundred experiments were performed, limiting each feature's maximum and minimum values to 1 and 

0.3, respectively. A value of 0.05 was chosen as the incremental value for the search. Several examples 

are shown in table 3. 

 

Table 3 
Hyperparameter search examples 

SARI WLR CLR LR DTDR LMFMR  

37.40 0.75 0.6 0.6 0.95 0.75  

36.34 0.7 0.6 0.5 0.5 0.8  

35.33 0.7 0.7 0.7 0.8 0.75  

33.38 0.7 1 1 0.7 0.9  

32.51 0.4 0.6 0.5 0.7 0.3  

31.94 0.3 0.8 0.8 0.5 0.5  

 

4.3. Metric 

Following previous research in recent years [25], [26], [4], we have selected SARI as a metric [27] 

to validate our results. SARI compares the system output with the references and the input sentence. It 

averages F1-scores for adding, keeping and deleting operations. We calculate SARI with the EASSE 

simplification evaluation suite [28], which fixes several bugs and inconsistencies found in the original 

version. The main differences are3: 

1. EASSE applies the same normalization to source, prediction and references. The original 

implementation only on the prediction and reference.  

2. The original SARI implementation tokenizes the input text twice. This causes differences 

between the tokenization of the training and test sets.  

3. The original implementation had an overflow bug when ngram statistics exceeded the 

maximum limit for integers. 

5. Results 

From the hyperparameter search performed with Optuna, the best result was obtained with CLR=0.6, 

DTDR=0.95, LMFMR=0.75, LR=0.6 and WLR=0.75. With these hyperparameters, the final result was 

a SARI value of 37.40. Adding our feature, the model obtains a +0.35 SARI improvement. The 

importance of the features is shown in table 4. It is important to highlight that, although the model has 

not been trained with specific examples from the domains of the task, Computer Science and Medicine, 

the results obtained with the SARI metric have similar values to other approaches trained in different 

domains.  

 

3 https://github.com/feralvam/easse 



For example, the SOTA4 on Newsela dataset [29] is obtained by a transformer-based seq2seq model 

[30] with a SARI value of 36.6. Another example is the TurkCorpus dataset [27], where a multilingual 

unsupervised sentence simplification system [25] using sentence-level paraphrase data instead of proper 

simplification data, reported a SARI value of 42.62. 

 
Table 4 
Features importance in final results 

SARI WLR CLR LR DTDR LMFMR  

37.40 0.75 0.6 0.6 0.95 0.75  

37.05 0.75 0.6 0.6 0.95 --  

36.89 0.75 0.6 0.6 -- 0.75  

35.16 0.75 0.6 -- 0.95 0.75  

36.06 0.75 -- 0.6 0.95 0.75  

35.80 -- 0.6 0.6 0.95 0.75  

24.26 0.75 -- -- -- --  

25.99 -- 0.6 -- -- --  

25.25 -- -- 0.6 -- --  

23.61 -- -- -- 0.95 --  

23.66 -- -- -- -- 0.75  

 

6. Conclusion and future work 

In our work5, we propose the use of a pre-trained Deep Learning language model in a simplification 

task using its transfer learning capabilities. A domain-general dataset such as Wikipedia has been used 

to train the model and the proposed dataset has been used for validation. Because of the calculated 

features: text compression, word length, lexical and syntactic complexity, and the level of paraphrasing, 

the model has been able to simplify and obtain similar results to previous work, even without being 

trained directly on the domain data. 

 Our approach enables us to control the simplification result by selecting specific values for each of 

the features previously trained. This increases the flexibility of the system, as it is possible to generate 

different simplified versions, controlling e.g., the length of the text or its lexical richness. Furthermore, 

the architecture supports new features without having to modify any previous components, making it 

an ideal approach for discovering new ones in the future.  

We plan to further explore in depth the capabilities of our contribution, the Fill-Mask feature. For 

the shared task, we have had little time to explore its possibilities. We are also planning to work with 

more powerful hardware to test bigger models. 
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