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Abstract
The paper presents an overview of our submission to the fifth edition of the CheckThat! Lab challenge.
Specifically, our team participated in subtasks 1A, 1B and 1C under task 1, which aimed to identify
relevant claims in tweets. More specifically, the three subtasks deal with evaluating the check-worthiness,
presence of verifiable facts and presence of harmful content in the tweets, respectively. The lab provided
us datasets for the three subtasks in multiple languages including English, Dutch and Bulgarian. A total
of 14, 10 and 12 teams participated in the subtasks 1A, 1B and 1C respectively, out of which we ranked
9th, 2nd and 2nd, respectively.

In this paper, we discuss our methodology for the subtasks, which includes data augmentation to
increase the size of our training dataset, followed by preprocessing of the tweets and feature extraction
for the tweets from the Twitter API to gain more data points that can help gauge the credibility and/or
authenticity of the tweet. Finally, we discuss the structure of our Multimodal model which uses numerical
and categorical features in addition to the textual data from tweets.
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1. Introduction

With the advent and uprise of social media, fake news, disinformation and the spread of
propaganda have become some of the most pressing issues of the time. Although the spread of
disinformation is not a new phenomenon, it has accelerated with time as people around the
world have become more connected than ever, primarily through social media[1]. The spread of
disinformation is an issue that affects almost all spheres of society and hence, several strategies
for combating disinformation and its effects are currently being researched and implemented.
However, they haven’t proven to be sufficiently effective. Although no strategy can be perfect,
the persisting prevalence of disinformation and fake news on social media indicates that there
is still progress to be made in improving these strategies.

The CheckThat! Lab [2], part of the Conference and Labs of the Evaluation Forum (CLEF)
was run for the fifth time in 2022 and aimed to foster technology that would help in identifying
and dealing with disinformation present in tweets. Particularly, the tasks aim to evaluate the
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check-worthiness, presence of verifiable claims, presence of content harmful to the society in the
tweets, and further evaluate the amount of attention a tweet should get from the policymakers.

We participated in Task 1 of The CheckThat! Lab 2022 and completed 3 subtasks (1A, 1B,
and 1C). We used a Multimodal model that uses BERT [3] for the textual data and further also
includes categorical and numerical features for prediction. For the numerical and categorical
features, we used certain data points relevant to a particular tweet(such as the credibility of
the account, the links, and so on) extracted from the Twitter API to supplement the available
knowledge. Finally, to expand our database and have an overall better trained model, we used
data augmentation to increase the size of our dataset. This was performed by translating the
Dutch and Bulgarian training sets. This translation was performed only in languages with
similar scripts and semantics to ensure the preservation of information within the tweet.

Our team ranked #2 on subtasks 1B and 1C, and #9 on subtask 1A. In this paper, we shall
describe our methodology in detail. The key advantages of our system were that it had a bigger
dataset due to augmentation and the fact that we used not only textual but also categorical and
numerical features to train our model.

Our code has been released and is publicly available.1

2. Task Description

This year, the CheckThat![4] Lab campaign has a total of 3 tasks, each further divided into
multiple subtasks. Our team participated in Task 1 [5], specifically in 3 subtasks in Task 1,
namely 1A, 1B and 1C. Task 1 dealt with identifying relevant claims in tweets.
Subtask 1A: Subtask 1A aims to evaluate the check-worthiness of tweets. The goal of this

task is to predict whether a given tweet is worth fact-checking. The task is offered in 6 languages,
and our team provided a submission for the English test set.
Subtask 1B: Subtask 1B deals with detecting the presence of a verifiable claim in a given

tweet. Given a tweet, this task requires us to predict whether it contains a verifiable factual
claim. The task is offered in 5 languages, and our team submitted the English test set.
Subtask 1C: Subtask 1C deals with the evaluation of a tweet in terms of its effects on the

consumers. Specifically, it aims to determine whether it harms the society. The task runs in 5
languages, and our team has provided a submission for the English test set during the evaluation
phase.

All the three subtasks 1A, 1B, and 1C are binary classification tasks, with two labels: 0, 1
which represent a "No" and "Yes" response to the given specifics of the subtask. The datasets
provided for all the three subtasks contain tweets in Arabic, Bulgarian, Dutch, English, and
Turkish. Additionally, Spanish data is present for subtask 1A.

The metric used to evaluate the subtasks 1A and 1C is the F1 score, which is simply the
harmonic mean of precision and recall and hence increases with improvement in both, precision
and recall.

𝐹1 = 2× Precision × Recall
Precision + Recall

(1)

1https://github.com/MananSuri27/MultimodalTweetAnalysis

https://github.com/MananSuri27/MultimodalTweetAnalysis


For subtask 1B, accuracy is used as the evaluation metric.

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
TP + TN

TP + FN + TN + FP
(2)

where TP, TN, FP, FN refer to True Positive, True Negative, False Positive, False Negative.

3. Data Description

The dataset for each of the languages in each of the subtasks was given in .tsv format with the
following 5 columns:

• tweet_id — unique identifier of the tweets
• topic - topic to which the tweet is related.
• tweet_url — URL of the related tweet
• tweet_text — text content of the tweet
• class_label - class of the tweets having binary values of either 0,1

We analysed the datasets for Subtask 1A, 1B, and 1C. Our analysis included visualizing the
given data, which meant building word clouds of the most frequently used words, in which the
biggest (the most frequently used) words are related to COVID-19. Subsequently, the frequency
barplot displays the most frequently used words found after tokenizing the data, confirming
our assumption. Upon further analysis, an imbalance in the label count was also observed (as
seen in the label count frequency barplot).

The descriptions of the respective datasets, along with relevant visualizations are present
below.

topic tweet_id tweet_text class_label

COVID-19 1367208427903021

We found people who were denied COVID vaccines—even when they brought
ID that fit a site’s stated rules. These policies are inconsistent, sometimes
arbitrary. Walgreens, Albertsons and LA now say they’re working to ensure
qualified people aren’t rejected. https://t.co/x38ndAU62U

1

COVID-19 13704118516249354

the new federal website for covid19 vaccines coming may 1 will help users
find vaccination sites not schedule vaccinations instead federal tech teams
will be deployed to help states and localities with their scheduling websites
per the white house covid19 response team

0

Table 1
Examples of tweets from subtask 1A.

3.1. Subtask 1A

The training, test and val datasets provided by the organizers have sizes of 2122, 149, and 195
samples respectively. The training dataset consisted of 447 check-worthy tweets and test data
set had 129 check-worthy tweets . As also observed from frequency bar plot 1, the data set is
highly imbalanced.



Figure 1: For Subtask 1A, English Dataset: (a) Word-cloud, (b) frequency plot validating word-cloud, (c)
label distribution

Figure 2: For Subtask 1B, English Dataset: (a) Word-cloud, (b) frequency plot validating word-cloud, (c)
label distribution

3.2. Subtask 1B

The training, test and val datasets provided by the organizers have sizes of 3324, 251 and 307
respectively. The training dataset consisted of 1202 verified factual claim tweets and the test
data set had 337 verified factual claim tweets. As also observed from the class_label frequency



Figure 3: For Subtask 1C, English Dataset: (a) Word-cloud, (b) frequency plot validating word-cloud, (c)
label distribution

bar plot 2 , the data set is slightly imbalanced, with more verified than unverified factual claims.

the latest doc topic tweet_id tweet_text class_label

COVID-19 13691451858215444e

It’s an elbow bump on the arrival of the AstraZeneca vaccine. On Sunday,
Minister Greg Hunt, Julia Gillard and Dr Brendan Murphy received their
vaccination. They also highlighted the need to get credible #COVID19
information from sources like https://t.co/MOM9rv9OKi https://t.co/Yqz5EJPrut

1

COVID-19 13700523805579428

females have a more robust immune system that can produce more antibodies
in response to vaccines may be related to hormones estrogen can cause
immune cells to produce more antibodies and testosterone can suppress the
prod of immune chemicals httpst cozvqzq9hj3g

0

Table 2
Examples of tweets from subtask 1B.

3.3. Subtask 1C

The val, testing and training datasets provided by the organizers have sizes of 195, 251 and
2122 respectively. The training dataset consisted of 447 harmful tweets and test data set had
129 harmful tweets. As also observed from the class_label frequency bar plot 3 , the data set is
slightly imbalanced, with more harmful tweets than non-harmful tweets.

4. System Description

4.1. Preprocessing

The text data present in the dataset needs to be processed in a manner that eliminates the
non-useful components and presents the text in a way in which our model can give meaningful



topic tweet_id tweet_text class_label

COVID-19 13676696127616122

florida governor ron death sentence may be selling vaccines to high dollar
donors state sen leader farmerforflsen and state ag commissioner nikkifried
want the fbi to investigate after the miamiherald broke the story floridaman
floridavaccine httpst coppzzrwmpro httpst conqrhv80cpn

1

COVID-19 13690092112172155

Hey older Ohio #GenX, ages 50 and up are eligible for COVID-19 vaccines starting
Thursday(though I don’t know how long it will take to schedule a
vaccine). Type 2 diabetics and those w/end-stage renal disease
will also be eligible https://t.co/46xA5T8Erk

0

Table 3
Examples of tweets from subtask 1C.

Figure 4: An example of preprocessing methodology used by our system.

results. Preprocessing the textual dataset involved the following steps:
1. Removal of hashtags:
Hashtags didn’t seem to play an important role in determining the labels for the given

subtasks during our initial validation runs, therefore we decided to remove them from the tweet
data points in our datasets.
2. Removal of URLs:
Links or URLs don’t necessarily contribute to the textual component of the tweet as they



Task English Bulgarian Dutch Total
Task 1A 2122 1871 923 4916
Task 1B 3324 2710 1950 7984
Task 1C 3323 2708 1946 7977

Table 4
This table represents the total size of our training sets following the data augmentation technique used
by us.

lack semantic meaning. We removed the URLs from the tweets, however considering that the
presence of URLs may play an important role in determining specific tweet attributes, we added
a categorical feature to represent URLs.
3. Removal of Mentions:
We removed mentions represented by @username since they don’t hold relevance to the

given tweets.
4. Substituting numeric values: The presence of numerical values is an important factor

in identifying characteristics such as verifiability as a number represents an objective fact that
can be verified or negated. To make numeric representation uniform, we have replaced numeric
figures with the string “number”. Since our text is being conditioned by a large pre-trained
model, we believe that it has the capability to pick up on the given contextualisation.

4.2. Data Augmentation

Data augmentation is the practice of increasing the diversity of training samples without
collecting new data [6, 7]. We capitalised on the presence of multiple language datasets and
used them to increase the quantity and diversity of training data points for Subtask 1A, Subtask
1B, and Subtask 1C.

The original training set for Subtask 1A, 1B, 1C for English consists of 2122, 3324, 3323 tweets,
respectively. We translated the Bulgarian and Dutch datasets to English using the Google
Translate library. We then appended the translated datasets for the respective tasks to the
English dataset, yielding final datasets of sizes 4916, 7984, and 7977 for Subtasks 1A,1B, and 1C
respectively. This marked a 231%, 240%, 240% increase in the training size, respectively. Table 4
reflects the sizes of the individual training sets and the final size of the augmented sets.

4.3. Feature Extraction Through Twitter API

The purpose of this task was to identify relevant claims in tweets and to achieve this, we decided
to extract additional features that help in contextualising the textual content of the tweet. [8]
The additional features extracted include information about the tweet itself (the number of likes,
retweets, and the presence of a URL in the tweet) as well as information about the author of
the tweet (the number of followers, the number of users followed by the author, the number of
previous tweets and whether the author has a verified account). Intuitively, the reason behind
this is that given attributes of a tweet such as check-worthiness, verifiability, and harmful nature
depend not just on the text of the tweet but the amount of engagement it has received as well
as the digital footprint of the author.



Figure 5: An example of the features extracted using the Twitter API. The tweet is from the training set
of Task 1A.

As we can see in Fig 5 in reference to subtask 1A, the fact that makes the text content,
has been posted by someone with strong political authority, makes it more susceptible to be
check-worthy.

The features were extracted using the Twitter API. Fig 6 shows the final representation of a
datapoint in our dataset. The features have been summarised below:
Numerical Features:

• followers: number of followers of the author
• following: number of users followed by the author
• posts: number of previous posts by the author
• likes: number of likes on the tweet
• rts: number of retweets of the tweet

All numerical features default to 0 when the relevant values are not available for like if the
tweet has been deleted or the user has a private account.
Categorical Features:



Figure 6: A look at the dataframe representing the final dataset after feature extraction.

• verified: 1 if the user is verified, 0 otherwise
• has_url: 1 if the tweet contains a URL, 0 otherwise

4.4. Multimodal Model

Several methods have been used previously to combine textual input with additional features of
a different modality. Models which combine transformers with visual inputs include ViLBERT
[9], VLBERT [10] and MMBT [11]. Similarly, models exist which adapt to audio, visual, and
text modalities such as MulT [12]. Knowledge graph embeddings [13] have also been used to
combine additional textual features to transformers. The dataset we trained on this task took
tabular data as input consisting numerical features and categorical features in addition to tweet
texts.

Our model consists of individual Multi-Layer Perceptrons (MLPs) on the numerical and cate-
gorical features. The outputs of the MLPs are concatenated with the outputs of the transformer
before the final classification layer. The method can be represented by the following equation:

𝑚 = 𝑥||𝑀𝐿𝑃 (𝑐)||𝑀𝐿𝑃 (𝑛) (3)

where || is the concatenation operator, x is output of transformer, m refers to the multimodal
representation and c, n represent the categorical and numerical features respectively.

The transformer used for this task was BERT (cite). BERT refers to Bidirectional Encoder
Representations (cite). It uses bidirectional transformers (cite) pretrained using a combination
of Masked Language Modeling (MLM) and Next Sentence Prediction (NSP). It learns deep
bidirectional representations by jointly conditioning on both left and right context layers.

Fig 7 represents the approach used by us for subtasks 1A, 1B, and 1C.

5. Experimental Setup

The models have been trained on an augmented training set consisting of the English translated
training sets of Bulgarian and Dutch combined with the English dataset for each subtask. The
translation was done using the googletrans library in python.

The models were developed using the Multimodal-Toolkit [14], which combines transformers
[15] with tabular data. The transformer model chosen was bert-base-uncased from Hugging-
Face [16]. A batch size of 8 with a variable learning rate was used to train the model. The
combine method for the model is individual_mlps_on_cat_and_numerical_feats_then_concat



Figure 7: The framework of the multimodal model used by our system.

with a dropout ratio of 0.1 and the division ratio as 4 for the MLPs. The models were trained on
Google Colab GPU for 1 epoch each.

6. Results

Our results for the three subtasks of Task 1 in which we participated are as follows:
1. Subtask 1A:
We ranked 9 out of the 13 teams that submitted for this subtask. The F1 score for the positive

class for this task was 0.500.
2. Subtask 1B:
We ranked 2 out of the 10 teams that submitted for subtask 1B. The accuracy achieved on

the test set by our model was 0.749. This accuracy score is very close to the score of the team
ranking first on the leaderboard (0.761).
3. Subtask 1C:
We ranked 2 out of the 11 teams that submitted for subtask 1C. Our model achieved an F1

score of 0.361 on the test set, coming close to the team that ranked first having an F1 score of



Participants (userid/team-name) F1 (postive class)
asavchev 0.698
nicuBuliga 0.667
Team_PoliMi-FlatEarthers 0.626
mkutlu 0.561
fraunhofersit_checkthat22 0.552
Team_RUB_DFL 0.525
hinokicrum 0.522
elfsong 0.519
TonyTTTTT 0.500
Asatya 0.500
Sanjana 0.482
PreronaTarannum 0.478
Team_NLP&IR@UNED 0.469
random-baseline 0.253

Table 5
Results for Subtask 1A, English on the test set.

Participants (userid/team-name) F1 (Acc)
Team_PoliMi-FlatEarthers 0.761
Asatya 0.749
Team_NLP&IR@UNED 0.725
asavchev 0.713
nicuBuliga 0.709
Team_RUB_DFL 0.709
Sanjana 0.709
hinokicrum 0.665
mkutlu 0.641
random-baseline 0.494

Table 6
Results for Subtask 1B, English on the test set.

0.397.
For all the three subtasks, the results are on the English test set.

7. Discussion

Our model has given competitive results on all the subtasks we participated in. It performs
especially well on Subtask 1B and Subtask 1C where we achieved scores of 0.749 (Accuracy)
and 0.361 (F1) respectively. We ranked second on both these subtasks.

While our system gives comparable results to other teams in Subtask 1A, there is a perfor-
mance gap compared to our performance in Subtask 1B and Subtask 1C. We believe that this
primarily arises from a difference in the amount of training data. Our system had a uniform
pipeline that performed data augmentation by combining the translated training sets of Bulgar-
ian and Dutch. For subtask 1B and 1C, this resulted in datasets of size 7984 and 7977 tweets,



Participants (userid/team-name) F1 (postive class)
nicuBuliga 0.397
Asatya 0.361
asavchev 0.361
Team_NLP&IR@UNED 0.347
mkutlu 0.329
ogozcelik 0.300
hinokicrum 0.281
francesco_lomonaco 0.280
Team_RUB_DFL 0.273
Team_PoliMi-FlatEarthers 0.270
random-baseline 0.200
Sanjana 0.000

Table 7
Results for Subtask 1B, English on the test set.

while for Subtask 1A, the training size was limited to 4916 tweets. Moreover, we believe, the
criteria for a tweet to be check worthy requires more subjective knowledge of the tweet as
compared to detection of verifiability and harmfulness. Verifiability can be determined by the
presence of numbers and objective facts and harmful tweets have common patterns. Both of
these attributes are not present in reference to check-worthiness of a tweet.

8. Conclusion

The task of identifying relevant claims in tweets such as check-worthiness, verifiability, and
harmfulness are becoming increasingly important in a world where a significant proportion
of information flow happens through the web, and the point of dissemination is often social
media platforms like Twitter. Task 1 of the CheckThat! 2022 aims specifically at identifying
relevant claims in tweets.

The methodology used by our team involved data augmentation by translating appropriate
datasets to English, followed by feature extraction from Twitter to get relevant attributes
of the tweet and the author to make a better judgement in the task of identifying relevant
claims. Finally, we used a model which combined BERT with tabular features and performed
a multimodal analysis of the problem set. Our model achieved competitive results in all the
subtasks we participated in.

The future work for our team involves optimising our current approach. We can work with
more datasets for a larger scope of data augmentation. Further, we have the opportunity to work
with different transformer-based models such as DistilBERT [17], RoBERTa [18], ALBERT [19],
ERNIE[20] and T5[21]. Further scope of this paper involved other concatenation techniques
for tabular data with textual data such as using Multimodal Adaptation Gates (MAG) [22]. We
can also work on dealing with class imbalance for improving evaluation metrics using different
class weighting schemes[23].
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