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Abstract
The complexity of neurodegenerative diseases has motivated the development of artificial intelligence
approaches to predicting risk of impairment and disease progression. However, and despite the success
of these approaches, their mostly black-box nature hinders their adoption for disease management.
Explainable artificial intelligence holds the promise to bridge this gap by producing explanations of
models and their predictions that promote understanding and trust by users. In the biomedical domain,
given its complexity, explainable artificial intelligence approaches have much to benefit from being able
to link models to representations of domain knowledge – ontologies. Ontologies afford more explainable
features because they are semantically enriched and contextualized and as such can be better understood
by end users; and they also model existing knowledge, and thus support inquiry into how a given
artificial intelligence model outcome fits with existing scientific knowledge. We propose an explainability
approach that leverages on the rich panorama of biomedical ontologies to build semantic similarity-based
explanations that contextualize patient data and artificial intelligence predictions. These explanations
mirror a fundamental human explanatory mechanism - similarity - while tackling the challenges of data
complexity, heterogeneity and size.
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1. Introduction

Amyotrophic Lateral Sclerosis (ALS) is a neurodegenerative disease targeting the upper and
lower motor neurons, leading to progressive and diffuse paralysis and eventual respiratory
death. The underlying causes of ALS are not fully understood, and there is a heterogeneity of
clinical symptoms and a highly fluctuating life expectancy. Therefore, multiple approaches have
been proposed to predict disease progression to improve patient-personalized treatment [1, 2].

The iDPP � CLEF 2022 [3, 4] is focused on the evaluation of Artificial Intelligence (AI)
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algorithms to predict ALS progression. Task 2, in particular, is dedicated to predicting time of
impairment targeting different events: non-invasive ventilation (NIV), percutaneous endoscopic
gastrostomy (PEG), and death. It includes highly-curated datasets based on real ALS patients,
followed at clinical institutions in Lisbon, Portugal, and Turin, Italy.

Machine learning (ML) approaches are increasingly successful in predicting the progression
of ALS, including the prognostic prediction of the need for non-invasive ventilation [5, 6] and
patient profiling [7]. The complexity of the underlying domain and data, coupled with the
black-box nature of many of the algorithms employed hinder their widespread adoption on the
management of these diseases. To tackle this, one of the challenge’s goals is also to propose
new approaches to make those prediction algorithms explainable.

Explainable artificial intelligence (XAI) is focused on developing approaches that ensure
algorithmic fairness, identify potential bias/problems in the training data, ensure that the
algorithms perform as expected, and bridge the gap between the ML community and other
scientific disciplines [8]. The lack of trust is the main barrier in the adoption of AI in clinical
practice [9]. XAI approaches can be widely classified into two categories: transparent models,
which are interpretable by design and include decision trees and linear models [10] and post-
hoc explainability[11, 12], where models are explained through external techniques. This last
category can also be divided into model-agnostic techniques, designed to be applied to any
ML model, and model-specific techniques tailored to explain a particular ML model. Recently,
post-hoc methods have been applied to explain recurrent neural networks that predict the need
for non-invasive ventilation [13].

In the biomedical domain, given its complexity, XAI approaches have much to benefit from
being able to link ML models to representations of domain knowledge [14, 15]. These Explainable
Knowledge-enabled Systems include a representation of the domain knowledge and support
explanation approaches that are context-aware and provenance enabled [16]. This knowledge
integration is crucial, since well-grounded explanations should be domain-dependent, which
means that they should be set within a context that depends on the task, background knowledge
and expectations of the user [17].

Semantic web technologies such as ontologies and knowledge graphs represent an unpar-
alleled solution to the problem of knowledge-enabled explanations since they provide the
needed semantic context [18]. Ontologies are semantic models that encode the knowledge of a
domain, in which each element is precisely defined, and the relationships between elements are
parameterized or constrained [19].

Ontologies add two very relevant dimensions to explainability: one the one hand, they afford
explainable features, i.e., features that are semantically enriched and contextualized and as such
can be better understood by end users; and on the other, they model existing knowledge, and
thus support inquiry into how a given AI model outcome fits with extant knowledge. These
two aspects are key for explainability and trust.

This work builds on the recently developed Brainteaser Ontology [20] and explores how
this ontology coupled with the rich panorama of more general biomedical ontologies can
support similarity-based explanations for patient end-stage event predictions that build upon
the contextualization of patient data and AI predictions.



2. Proposal

Similarity assessment is a natural explanatory mechanism [21] since the identification of similar
features to group similar objects is a basic cognitive ability. This is a frequent strategy in clinical
settings, where similarity between patients can be used by clinicians to help decide on the best
course of action through analogical reasoning [22]. Measuring similarity is also fundamental to
many ML algorithms, making similarity both a representation that can be explored by ML and
explanation approaches. The basis of a similarity-based explanation is that a prediction for a
given entity is formulated based on its similarity to other relevant entities with known outcome.

While comparing the numerical values assigned to patient features such as weight or blood
pressure can be achieved directly, the comparison of more complex concepts, such as symptoms,
is not straightforward. However, when ontologies are used to describe data, the semantic
annotations of data objects can be used to compute their semantic similarity[23]. A semantic
annotation assigns real-world entities in a domain to their semantic description (i.e. class of
an ontology) [24], and the ontology data model can be applied to a set of individual entities to
create a knowledge graph [25]. Ontologies thus provide the scaffolding for comparing entities
at a higher level of complexity by comparing their meaning. A semantic similarity measure is
then a function that, given two entities described in the knowledge graph, returns a numerical
score reflecting the closeness in meaning between them.

Figure 1 presents a subgraph of the Brainteaser Ontology (BO) enriched with the National
Cancer Institute Thesaurus (NCIt) ontology [26], where patients are described according to
the symptoms that characterize them. Symptoms are organized into a hierarchical structure
given by the is_a links. Patients B and C can be considered more similar because they share
the annotations "Spasticity" and "Feeding difficulties and mismanagement". Patient A is also
somewhat similar to Patient B since they are both annotated with "Muscle symptom". Most
semantic similarity measures are taxonomic in nature, they explore the hierarchical relations
between classes in an ontology. For instance, Patient B is directly annotated with "Muscle
twitching" whereas Patient A exhibits "Muscle symptom". By exploring the hierarchical relations
modeled in the ontology, both patients share an annotation to "Muscle symptom". Consequently,
ontologies with a rich taxonomic backbone typically allow more precise measures of semantic
similarity.

Semantic similarity-based explanations are based on understanding why particular objects, in
this case, patients, are considered similar or different and how that relates to the AI predictions.
Classical semantic similarity returns a single score, which on the one hand is easy to understand
and condenses the representation of a potential very large feature set into a single score, but on
the other affords little insight. To improve on the level of detail supported by similarity-based
explanations, we propose to compute several semantic similarity scores that describe similarity
in meaning under different semantic aspects encoded by the ontologies. A semantic aspect
(SA) corresponds to a subgraph of the ontology rooted at a class of interest. For example, an
explanation may be grounded on three different semantic similarity scores: co-morbidities
similarity, lifestyle similarity and symptom similarity.

These semantic similarity-based explanations are considered post-hoc, since they provide
explanations for the models’ predictions, as opposed to approaches that explain the models’
workings. They are also considered local, since they focus on explaining specific predictions



Figure 1: Semantic annotation of patients using a subgraph of Brainteaser Ontology enriched with the
NCIt ontology.

made by the model, instead of providing global explanations that apply to all predictions [27].
In particular, semantic similarity explanations focus on how a certain prediction fits with the
patient features and their interpretation according to existing scientific knowledge encoded in
the ontologies.

3. Methodology

In the context of the iDPP � CLEF 2022, we propose a novel approach that generates semantic
similarity-based explanations for patient-level predictions. The underlying idea is that we can
explain the prediction for one patient by considering aspect-oriented semantic similarity with
other relevant patients based on the most important features used by ML approaches or selected
by users.

To build rich and easy to understand semantic-similarity based explanations, our approach
requires five steps (see Figure 2) : (1) the enrichment of the Brainteaser Ontology through
integration of other biomedical ontologies; (2) the semantic annotation of patients (if not already
available); (3) the similarity calculation between patients; (4) selection of the set of patients
to explain a specific prediction; and (5) the visualization of the generated similarity-based
explanations.

3.1. Ontology Integration

To ensure a rich and comprehensive semantic annotation of the data, we enrich the Brainteaser
Ontology with links to other ontologies. The BO models the data collected to describe disease



progression in ALS and MS. It reuses single classes from other biomedical ontologies listed in
Table 1. However it does not include import statements which hinders its ability to support a
more complete semantic similarity calculation since it is missing the context of the reused classes.
By explicitly linking BO to the other 9 biomedical ontologies and controlled vocabularies it
reuses through import statements we can establish a rich semantic landscape with approximately
770,680 classes in total and covering a variety of domains.

Table 1
Main ontologies and number of classes used to create the Brainteaser Ontology.

Ontology Classes
National Cancer Institute thesaurus (NCIt) 173,001
Ontology of Genes and Genomes (OGG) 69,689
Uberon 20,849
Medical Action Ontology (MAxO) 15,086
Ontology for MIRNA Target (OMIT) 90,916
SNOMED Clinical Terms (SNOMED CT) 358,483
Anatomical Therapeutic Chemical Classification (ATCC) 6,567
International Standard Classification of Occupations (ISCO) 619
Experimental Factor Ontology (EFO) 35,470

Figure 3 represents the impact of this enrichment via integration. On the left side the subgraph
of the neighborhood of the classes "Rheumatoid Arthritis", "Pulmonary Sarcoidosis" and "Heart
Disorder" as modeled in the BO is shown. Using the unenriched BO ontology, would result
in patients exhibiting theses diseases or disorders being all considered equally similar: the
shared meaning of these ontology classes is simply that they are all subclasses of "Disease or
Disorder". The right side illustrates the enriched subgraph including the full NCIt hierarchy,
which encodes considerably more contextual information, and supports semantic similarity
measures in correctly identifying that "Rheumatoid Arthritis" and "Pulmonary Sarcoidosis" are
more similar, since they are both Autoimmune Diseases.

3.2. Patient Semantic Annotation

Semantic annotation needs to be performed only when patient data is not annotated with the
ontology. Semantic annotations can be performed manually, but there are a number of existing
tools that facilitate this step such as the well known NCBO Annotator [28, 29]. An annotation
assigns an ontology class to describe an entity. In our case an annotation is a tuple a = <patient,
ontology class, time point> that defines an ontology class to describe a patient at a given point
in time (clinical visit). A patient can then be represented by a vector of all their annotations,
i.e. the ontology classes that describe them and the time points where the assignment was
registered.

𝑃 = {𝑎1, ..., 𝑎𝑛} (1)



Figure 2: Overview of the semantic-similarity explanations methodology

3.3. Semantic Similarities between Patients

We take as input the most important features employed by ML methods to predict disease
progression and/or other features considered relevant by users, and use them to define the
different semantic aspects for which semantic similarity is calculated.

More formally, the similarity between two patients corresponds to a vector of semantic
similarity scores corresponding to each relevant aspect. This similarity may be computed
irrespective of time of annotation (considering all annotations for all time points) or by time
point.

𝑠𝑖𝑚(𝑃1, 𝑃2) = {𝑠𝑖𝑚𝑆𝐴1(𝑃1, 𝑃2), ..., 𝑠𝑖𝑚𝑆𝐴𝑛(𝑃1, 𝑃2)} (2)

Several well-established works explore the taxonomical (hierarchical) component of the
ontologies to measure the shared meaning between two entities in the ontology [30].

A popular semantic similarity measure is ResnikBMA based on the class-based measure
proposed by Resnik [31] in which the similarity between two classes corresponds to the In-



Figure 3: Impact of the Brainteaser Ontology enrichment through the integration of several relations
between domains.

formation Content (IC) of their most informative common ancestor. The IC is a measure the
reflects the specificity of a class in the ontology.

𝑠𝑖𝑚(𝑐1, 𝑐2) = 𝑚𝑎𝑥{𝐼𝐶(𝑐)) : 𝑐 𝜖{𝐴(𝑐1) ∩𝐴(𝑐2)}} (3)

where 𝑐 is a class in 𝐴(𝑐𝑖), the set of ancestors of 𝑐𝑖.
ResnikBMA then uses the Best-Match Average to consider the best scoring pairs of classes

from each entity.

𝐵𝑀𝐴(𝑒1, 𝑒2) =
Σ𝑐1𝜖𝐴(𝑒1)𝑠𝑖𝑚(𝑐1, 𝑐2)

2|𝐴(𝑒1)|
+

Σ𝑐2𝜖𝐴(𝑒2)𝑠𝑖𝑚(𝑐1, 𝑐2)

2|𝐴(𝑒2)|
(4)

where 𝐴(𝑒𝑖) is the number of annotations for entity 𝑒𝑖 and 𝑠𝑖𝑚(𝑒1, 𝑒2) is the semantic similarity
between the class 𝑐1 and class 𝑐2.

Recently, more sophisticated approaches based on knowledge graph embeddings allow the
representation of each entity with a vector that approximates the similarity properties of the
graph and can then be used to compute similarity using operations such as cosine similarity [32].

3.4. Building Semantic Similarity Explanations

The models proposed by our team for the task of predicting the time of impairment for ALS of
the iDPP � CLEF 2022 addressed the prediction of the event separately from predicting the time
window to the event. For event prediction, all time points were considered but the first three
proved to be the most relevant for the models. These were then also used in predicting time to
event. Likewise, to develop explanations better suited for this approach, we also developed two
types of explanations: event explanation and time window to event explanation.



A key aspect is selecting the most relevant patients to explain an event prediction. We
define three types of explanatory patients: (1) The N most similar patients exhibiting the same
outcome; (2) The N least similar patients with the same outcome; (3) The N most similar patients
exhibiting a different outcome. Since we compute several similarities in the previous step, to
select these explanatory patients, we propose an aggregated similarity where different features
can be assigned weights. Candidate explanatory patients are then ranked by their semantic
similarity to the target patient and the final set of explanatory patients is selected.

A semantic similarity explanation of a given target patient can then be defined as a two-
dimensional tensor where the first dimension represents patients and the second dimension the
semantic similarities according to different aspects:

𝑆𝑆𝐸(𝑃𝑡𝑎𝑟𝑔𝑒𝑡) = {𝑠𝑖𝑚(𝑃𝑡𝑎𝑟𝑔𝑒𝑡, 𝑃𝑖), ..., 𝑠𝑖𝑚(𝑃𝑡𝑎𝑟𝑔𝑒𝑡, 𝑃𝑛)} (5)

where 𝑃𝑖..𝑛 correspond to patients sampled from the three types.
Regarding the prediction of a time window to a specific event, we follow a similar approach:

(1) The N most similar patients exhibiting the same event in the same time window; (2) The
N least similar patients exhibiting the same event in the same time window; (3) The N most
similar patients exhibiting the same event in a different time window. N can be defined by the
end-user, and may take a different value for each patient type.

The explanations for the time window to event predictions take the form of a three-dimensional
tensor, where the first dimension is the explanatory patients, the second dimension corresponds
to the semantic similarities according to different aspects and the third dimension represents
the time points.

3.5. Explanation Visualization

Finally, one fundamental aspect of explainability is communication to the end user. Our proposal
orchestrates semantic similarity explanations into a visualization that combines global and
aspect-oriented similarity for different sets of relevant patients.

We chose to use heatmaps to visualize the similarity explanations. For event prediction
explanations the representation of the two-dimensional tensor is straightforward, the y-axis
contains the patients and the x-axis the similarity scores according to the different aspects. Each
cell in the map is a colour-coded representation of the similarity of each patient to the patient
we want to explain for each feature, where a darker colour corresponds to higher similarity.
The visualization also includes the global similarity employed to select the different types of
patients. For time to event explanations, the third dimension is encapsulated within the x-axis
with three cells (one per time point).

4. Semantic Similarity Explanations

To showcase our proposal for semantic similarity explanations, we simulated patients with
annotations to the BO. One of them is the target patient for whom an event is predicted and an
explanation is built. The remaining patients are patients for whom the outcome is known and
they are used to explain the target patient.



To explain an event prediction, we set N=2 for the three types of explanatory patients.
To explain time window prediction we employed N=1,5,1 for each explanatory patient type
respectively. The heatmaps were built using the following selection of features: lifestyle, onset,
co-morbidities, symptoms and pharmacological substances. Figure 4 depicts the event prediction
explanation, while Figure 5 illustrates the time window to event prediction explanation. Patients
in green correspond to the most similar patients to the target patient (P1) and whose outcome
event or time to event is the same. Patients in white correspond to the most similar patients
similar to P1, but with a different prediction. Finally, patients in pink correspond to the least
similar patients to the target patient, but who share the same prediction.

Figure 4: Semantic similarity explanation for the event prediction.

Figure 5: Semantic similarity explanation for the time window to the event prediction.



5. Conclusions

Similarity is a natural explanatory approach, but computing similarity for complex data is
challenging. Semantic similarity provides an opportunity for explainability in the context of
the iDPP � CLEF 2022 since it allows more complex patient comparisons supported by the
scientific context encoded in ontologies. Our proposal is based on first enriching the Brainteaser
Ontology with explicit imports of reused ontologies to support a more granular computation
of patient semantic similarity. The semantic similarity explanations are based on calculating
specific semantic similarity values according to relevant aspects either identified as relevant for
the ML predictions or selected by the end users. The end result is heatmap-based visualizations
that allow the comparison of the target patient whose predictions we want to understand with
other relevant patients with known outcomes. This method can be integrated with other types
of similarities, for instance, comparisons of Revised Amyotrophic Lateral Sclerosis Functional
Rating Scale (ALSFRS-R) scores.

A challenge for this explainability method is that it requires patient data to be sufficiently
detailed to ensure high quality annotations. The data currently available for the challenge can
be used to support these methods, but it does not yet afford a complete patient representation
under the BO ontology. As data becomes richer and more detailed, the potential value of
semantic similarity explanations increases. However, their true value must be measured in user
studies, where predictions and explanations are shown to experts and their ability to help users
understand a prediction is assessed.
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