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ABSTRACT
This paper presents the submission of team Medical-XAI for the
Medico: Transparency in Medical Image Segmentation task held at
MediaEval 2021. We propose an unsupervised method that utilizes
tools from the field of explainable artificial intelligence to create
segmentation masks. We extract heat maps, which are useful in
order to explain how the ‘black box’ model predicts the category of
a certain image, and the segmentation masks are directly derived
from the heat maps. Our results show that the created masks can
capture the relevant findings to a certain extent using only a small
amount of image-level labeled data for the classification model and
no segmentation masks at all for the training. This is promising for
addressing different challenges within the intersection of artificial
intelligence for medicine such as availability of data, cost of labeling
and interpretable and explainable results.

1 INTRODUCTION
Medical image segmentation is one of the focus areas for researchers
working on artificial intelligence (AI) andmedicine. Especially since
the release of U-Net [9], the field has somehow exploded, leading
to a myriad of publications of different segmentation approaches
within different medical specialisations. One of the areas that get
most of the attention is the segmentation of polyps in the colon.
An important motivation is that colon cancer is one of the most
prominent cancers worldwide and early detection by finding polyps
is an efficient method to reduce mortality. The MediaEval Medico
challenge 2021 [2] is using this important medical challenge as a
task in addition to adding an extra challenge by asking participants
to provide as transparent solutions as possible. Transparency within
AI is a rather new concept and has several sub-parts that contribute
to it ranging from open data, over explainable and interpretable
results to open source code. Our solution for solving this year’s task
is going a step further by also addressing the problem of dealing
with a low amount of labeled segmentation data because obtaining
accurate labels for the medical data is often difficult due to the avail-
ability of medical experts. In the following, we provide a detailed
description of our approach, followed by experimental results and
a detailed discussion of the advantages and disadvantages of our
method.

2 APPROACH
Our method consists of several steps, as illustrated in Figure 1. First,
global features are extracted from the images, and clustering is
applied for labeling unlabeled medical images. A few labeled images
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Figure 1: Overview of the complete pipeline of the pro-
posed solution. We start with a small number of labeled
and large number of unlabeled images, which are clustered
using global image features. The clusters are used to label
unlabeled images. This is repeated until we have a sufficient
number of labeled images for training a deep neural network.
From the resulting model, we extract the Grad-CAM repre-
sentation from the layers and use a threshold to obtain the
segmentation mask.

are clustered together with a high number of unlabeled images from
the HyperKvasir data set [1]. Unlabeled images that fall into the
cluster with the highest number of labeled images get the same
label as the labeled images in the cluster. The process is repeated
until a sufficient number of labeled images is reached. The k-means
algorithm from scikit-learn [6] is used for clustering, and different
numbers of clusters are tested. The k-means algorithm is always
initialized with init = ‘k-means++’, random_state = 0, max_iter =
300 and algorithm = ‘auto’. The rest of the hyperparameters are set
to default values. An EfficientNet-b1 classifier [4] implemented in
Pytorch [5] is trained on the labeled images to predict the correct
category.

The Adam optimizer and the BCEWithLogitsLoss from PyTorch
with default hyperparameter settings are applied during model
training. The classifier is evaluated on images with known labels
to measure model performance as well as evaluating the clustering
technique for labeling images. Grad-CAM [10] is applied to create
heat maps highlighting which pixels the classifier focuses on during
classification. Since the model is trained to detect polyps, we expect
the heat maps to highlight these as segments. Segmentation masks
are constructed from the heat maps. Several thresholds are tested
and the most promising values are selected based on visual inspec-
tion. All created models and source code can be found publicly
online1.

For each task we submitted five different runs with different
configurations of our system. Run 1 applied the development data
set provided in the challenge. In order to get images without polyps,
1https://github.com/kelkalot/Medico-2021-Team-Medical-XAI
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Figure 2: (a, e) Original images, (b,f) ground truth segmenta-
tionmasks, (c, g) heatmaps and (d, h) generated segmentation
masks for Run 1 and Run 3.

each image was split into 4 tiles. The corresponding segmentation
masks were used to label 100 tiles as ‘polyps’ and 100 as ‘non-
polyps’. The rest of the tiles were unlabeled. For Runs 2 - 5 we
used 100 images labeled as ‘polyps’ and 100 images labeled as
‘non-polyps’ from the Kvasir data set [7]. Unlabeled images from
the HyperKvasir data set [1] were included for labeling using the
clustering technique described above.

For all runs, the following global features were extracted using
the LIRE [3, 8] library: EdgeHistogram, Tamura, LuminanceLayout
and SimpleColorHistogram. The internal evaluations of the classi-
fiers were performed on 60 images not used for training. All models
were trained for 25 epochs on 1, 000 labeled images for a fair com-
parison. Heat maps were generated by passing the images through
the final model. We explored extracting heat maps from several
layers in order to identify the most appropriate model. The different
configurations are the following: Run 1: 50 clusters, layer 14; Run
2: 200 clusters, layer 13; Run 3: 200 clusters, layer 14; Run 4: 250
clusters; layer 20; Run 5: 250 clusters, layer 22. ‘Layer’ corresponds
to the layer in the model that the heat maps were extracted from.
The segmentation masks were constructed from the heat maps. The
thresholds were set as > 0.4 and < 0.7 for Runs 1 - 3, while the
threshold was > 0.28 for Runs 4 and 5.

3 RESULTS AND ANALYSIS
Segmentation masks for two of the runs are illustrated in Figures 2a
- 2h. Table 1 shows the results for Subtask 1, which is polyp seg-
mentation. Overall, we observe that our method does not reach
perfect scores, but taking into account that the segmentation is
performed unsupervised, it still achieves acceptable results. We also
observe that the number of clusters is connected to how good the
performance is. This is most probably due to the fact that a higher
number of clusters leads to more specialized clusters, which then
have a positive effect on the performance of the following model.
However, the choice of layer for the heat maps and thresholds for
the segmentations could also affect the performance.

Table 1: Results for Subtask 1: polyp segmentation.

Run Accuracy Jaccard Dice F1 Recall Precision
#1 0.6762 0.1115 0.1812 0.1812 0.3971 0.1465
#2 0.6009 0.0991 0.1696 0.1696 0.4105 0.1316
#3 0.6018 0.1075 0.1816 0.1816 0.4497 0.1391
#4 0.6402 0.1175 0.1861 0.1861 0.3728 0.1505
#5 0.5214 0.1388 0.2211 0.2211 0.6337 0.1572

Table 2: Results for Subtask 2: inference speed. Abbreviations:
Av: average, Mi: minimum, Ma: maximum.

Run Av-time Mi-time Ma-time Av-fps Mi-fps Ma-fps
#1 0.11 0.09 0.12 9.34 10.72 8.05
#2 0.11 0.10 0.13 8.98 9.97 7.75
#3 0.11 0.10 0.13 8.95 10.10 7.94
#4 0.09 0.09 0.09 11.00 11.19 10.54
#5 0.09 0.09 0.09 10.97 11.14 10.71

In terms of how fast the inference is performed, we actually
observe that the model based on the larger number of clusters is
faster than the others. The reason for this is not clear, although
it seems that higher performance is connected to faster inference
time. This needs to be investigated more in future work.

4 DISCUSSION AND CONCLUSION
To cluster the medical images, we used global features, which are
easy to interpret and increase the transparency of our system. The
heat maps are useful in order to explain how the ‘black box’ model
predicts the category of a certain image, and the segmentation
masks are directly derived from the heat maps. We believe the level
of transparency of our system is quite high. The overall performance
of the approach is for sure on the lower scale, but taking into
account that it is completely unsupervised segmentation, it can
still be considered as good. Overall the presented method seems
promising for medical applications and opens up several directions
of future work.

5 FUTUREWORK
1, 000 images were used to train the classifiers. For future work, we
will test how the performance changes with an increasing number
of images. Moreover, we want to explore other global features for
clustering the images as well as deep features. Other clustering
algorithms should also be tested. By connecting the knowledge we
have about the global features with the deep features, we might get
an interpretation about what features (color, texture) are important
for a certain disease. We will also look into other techniques for
generating segmentation masks from heat maps. We plan to test the
system on other types of medical data sets, including non-image
data.
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