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ABSTRACT
We, the team OTS-UEC contributed the automatic detection of con-
spiracy tweets in MediaEval 2021. The dataset has tweets that refer
to COVID-19. Part of them argues/discusses the relationship of
conspiracies. Following the results of the MediaEval 2020 working
notes, we use a BERT-based classifier. We implement three pro-
posed models and compare them in the experiments. In the task of
this year, the model also shows better results of classifying than
a text embedding-based one. This result suggests that using the
pre-trained model is also suitable to classify conspiracy tweets by
small preparation processes.

1 INTRODUCTION
FakeNews, one of the MediaEval 2021 tasks focuses on the auto-
matic classifying of tweets by conspiracies [10]. The FakeNews has
three classification subtasks. The first (Text-Based Misinformation
Detection, MD) is classifying three stances classes. The given three
labels are supporting, discussing, and non-conspiracy (not mention
conspiracy). The second (Text-Based Conspiracy Theory Recogni-
tion, CTR) is nine binary classifications for pre-defined conspiracies
if referred to or not. The third (Text-Based Combined Misinforma-
tion and Conspiracies Detection, CMCD) requires classifying three
stances by the nine conspiracies (3 × 9 output types).

We compared the effect of using pre-trained language models in
every subtasks. In addition, we attempt to compare two language
models. One is pre-trained NNLM [2] based, another is pre-trained
BERT [4] based. The results show there are solid improvements in
using the pre-trained language model. Moreover, using the BERT
based model gives the best result in the experiments.

2 RELATEDWORK
The epidemic of COVID-19 affects not only in medical area but
also social media. Diffusing misinformation (including fake news)
reduces the credibility of governments and medical treatments like
vaccines [13]. Moreover, part of people argues the relationships
between the epidemic and conspiracies by psychological influences
[5, 14]. Therefore, the automatic detection of conspiracy tweets is
crucial to lighten the burden imposed on medical workers.

The FakeNews task in 2021 extends from the automatic detection
of the 5G conspiracy from COVID-19 tweets in MediaEval 2020
[11, 12]. Among its participants, two teams used the BERT model
in a single model [8] or an ensemble model [9]. In both cases, using
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the BERT model improved classification performance for the 5G
conspiracy/the other conspiracy/the non-conspiracy.

3 APPROACH
In this section, we show how to implement our proposed model in
each subtask.

3.1 Preprocessing
The organizer sent us raw tweet texts as a dataset. Therefore, we
apply to preprocess following rules.

• Fix contracted forms by a provided tool [15] and manual
processes.

• Make all alphabets to lowercase.
• Remove letters except for alphabets, numbers, and whites-

paces.
• Replace all numbers to zero (0) except “covid19”
• Eliminate stopwords by a tool from NLTK [3].

The removed letters include emojis. When we improve the per-
formances of the classifications, considering emojis may be able to
extract more accurate tweet features.

3.2 Language Models
The FakeNews task requires making two model types. On the one
hand, “required run” needs to complete within the dataset. On the
other hand, “optional run (s)” allows using data outside the dataset.
The outside data includes pre-trained language models.

We compare the effect of pre-trained language models on the
difference of results between these two model types. We have done
all implementations in Keras [7].

3.2.1 Required run. First of all, we get encoded tweets consist-
ing of integers by TextVectorization. Secondly, we obtain word
embedding by the Embedding layer. We initialize the layer by the
uniform distribution. Finally, we obtain a tweet feature by average-
pooling of all word embeddings in GlobalAveragePooling1D. The
dimensionality of output from the pooling is 128. We add a fully
connected layer with a 10% dropout layer. The 32-dimensional array
is the tweet features in the required run.

3.2.2 Optional runs. In this run, we can use outside the given
dataset includes pre-trained models. We use the BERT-based lan-
guage model from the results of the FakeNews task in MediaEval
2020 [8, 9]. We assign small_bert from TensorFlow Hub [6]. We
also add the fully connected layer and obtain the tweet features. In
the stance classification subtask, we also compared with a NNLM
based language model by TensorFlow Hub [2].
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Figure 1: Comparison table between the given labels and the
new labels in Misinformation Detection.

Table 1: Results of implemented models.

Subtask name Model MCC

Word emb. 0.142
Misinformation Detection BERT-based 0.413

NNLM-based 0.388

Conspiracy Theory Recognition Word emb. 0.133
BERT-based 0.267

Combined Misinformation Word emb. 0.000
& Conspiracies Detection BERT-based 0.000

3.3 Classification Models
We prepare three classification models for each subtask. We input
the tweet features for them.

3.3.1 Misinformation Detection. We build two binary classifiers
because the ratio of the labels is nearly 2:1:1. Figure 1 shows the cor-
respondences of the given labels and ones in this subtask imposed
by us. The first one considers if a tweet refers to any conspira-
cies. If it does, the second one considers if the tweet supports the
conspiracies or not. Therefore, during the training sequence, the
non-conspiracy tweets are not used for the second classifier. We
think this will help to train without bias from the imbalance of
given labels. We compare in experiments the effect of this structure
with the model that classified directly for three labels.

3.3.2 Conspiracy Theory Recognition. We build a classifier for
nine outputs that parallel pre-defined conspiracies. We use another
fully connected layer that outputs nine values.

3.3.3 Combined Misinformation and Conspiracies Detection. We
prepare nine three-class classifiers that deduce stances. We do not
use two binary classifiers due to the lack of tweets that refer to
each conspiracy.

4 RESULTS AND ANALYSIS
4.1 Effect of Language Model
Table 1 shows the returned results of the FakeNews task. All result
values are the Matthews correlation coefficient (MCC) [1].

We can confirm that using the language model makes the results
improve except for the CMCD subtask. In the CMCD, all output
labels are one in those models, which means non-conspiracy. We
attribute this to the fact that by separating the classifiers by the
pre-defined conspiracies, we increased the ratio of non-conspiracy

Table 2: Detail results of MCC in the conspiracy detection.
See also overview paper for every abbreviation of pre-defined
conspiracies [10].

Model SC BMC A FV IP HRI PR NWO S

Emb. 0.01 0.16 0.30 -0.09 0.15 0.1 0.19 0.2 0.16
BERT 0.04 0.41 0.44 0.09 0.05 0.53 0.30 0.41 0.13

Table 3: The results of the couple binary classifications and
single three-class classification with BERT in the MD.

Model name MCC

Double binary classifications 0.413
Single three-class classification 0.258

tweets. According to the task organizer, other participants also send
the all-one output.

Table 2 shows the detailed result in the CTR subtask. The BERT
model is better in seven of the nine pre-defined conspiracies. Even
in the remaining three cases the differences are tiny.

4.2 Double Binary Classification
Table 3 the results of two classification structures. Both of them use
the BERT-based language models. We can confirm that the double
binary classification shows a better score than the single three-class
one.

5 DISCUSSION AND OUTLOOK
In this paper, we participate the FakeNews task that requires classi-
fying tweets by conspiracies. To realize it, we employ pre-trained
languagemodels from other models for the FakeNews task ofMedia-
Eval 2020 [11]. We compare them with models that use only word
embedding. According to the experimental result, the pre-trained
language model help to extract conspiracy information at the stance
classification and the conspiracy detection. However, in classifica-
tion for the CMCD subtask, all output scores are the same label. We
guess that the classification models do not work because the tweets
mentioning each pre-defined conspiracy are scattered. However,
looking at the models of other teams, it is possible that we have
designed our models incorrectly for the CMCD subtask. A closer
look at the result of CTK shows variation in the effectiveness of
the pre-trained language model by the pre-defined conspiracies.
This result may come from the characteristics of the trend of tweet
content. It can be needed further researching. Moreover, we also
compare the two classification structures at the MD subtask. The
experiment results show us that the double binary classification
is better than the single three-class classification. We expect this
reason is nearly 2:1:1 of three classes ratio. If the ratio is different,
the trend will not continue.
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