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Abstract 
Blockchain technology has the potential to be applied in a variety of areas 
of our daily life. Blockchain is the foundation of cryptocurrency, but the 
applications of blockchain technology are much more expansive. This 
technology is considered to be a revolutionary solution for the financial 
industry. Also, it can be successfully applied in scenarios involving data 
validation, auditing, and sharing. On the other hand, machine learning is 
one of the most noticeable technologies in recent years. Both technologies 
are data-driven, and thus there are rapidly growing interests in integrating 
them for more secure and efficient data sharing and analysis. This paper 
shows how these two technologies, blockchain and machine learning, 
can be combined in predicting bitcoin volatility. To analyze and predict 
bitcoin volatility, bitcoin data from real-time series and random forests as a 
machine learning algorithm were used. When predicting bitcoin volatility, 
low statistical errors were obtained in the training and test set. This confirms 
that the forecasting model is well designed.

Keywords:
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1. Introduction

In 2008, powerful US financial institutions and insurance companies were on 
the edge of bankruptcy. These circumstances called for immediate intervention 
by the federal government to avoid domestic and possibly global financial col-
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lapse. Moreover, these events illustrated the dangers of living in a digital, inter-
connected world that depends on transactional intermediaries and leaves people 
vulnerable to digital exploitation, greed, and crime.

Blockchain technology is a fast-growing part of the Internet and cloud com-
puting. Similar data structures existed long before the famous bitcoin was con-
ceived, but the main theories about blockchain architectures used today were 
originally defined in the original article on bitcoin written and published by a 
person under the pseudonym Satoshi Nakamoto in 2008 [1]. 

Nowadays, we live in a world where an abundance of data surrounds us. 
Therefore, it is interesting to develop software systems that can use this informa-
tion, learn from it, and offer valuable behaviours based on it. This is possible by 
using machine learning algorithms.

Realized volatility measures the actual performance of an asset in the past 
and helps to understand the stability of the asset based on its past performance. 
It indicates how an asset’s price has changed in the past and the period in which 
it has changed. Higher the volatility, the higher the price risk associated with the 
stock and, therefore, the higher the premium attached to the stock. The realized 
volatility of the asset may be used to forecast future volatility, i.e., implied vola-
tility of the asset. While entering into transactions with complex financial prod-
ucts such as derivatives, options, etc., the premiums are determined based on the 
underlying volatility and influence the prices of these products [26].

This paper describes an algorithm that combines blockchain technology and 
machine learning algorithms to predict bitcoin volatility. The remainder of the 
paper is organized as follows. Section 2 highlights the principles of blockchain 
technology and its application. Section 3 elaborates on the machine learning al-
gorithms focusing on the random forest algorithm. Next, an application in the 
programming language R is used to predict the bitcoin volatility, as described in 
section 4. Finally, concluding remarks and directions for further works are given 
in the last section.

2. Blockchain technology

“Blockchain” is a coined word composed of the words “block” and “chain”. 
Blockchain is a distributed replicated database organized in the form of a single 
linked list – chain, where nodes are blocks of data for transactions. These blocks, 
after grouping, are protected by using cryptographic methods [3][4]. Blockchain 
technology enables the accomplishment of digital transactions without interme-
diaries. 

Blockchain (distributed ledger technology) is a network software protocol 
that enables the secure transfer of money, assets, and information through the 
Internet without a third-party organization as an intermediary [3]. It can safe-
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ly store transactions such as digital cryptocurrencies or data/information about 
debt, copyrights, equity, and digital assets. Furthermore, the stored data cannot 
be easily forged and tampered with because it requires individual approval of all 
distributed nodes. This significantly reduces the cost of trust and accounting in 
non-digital economies and other social activities [2]. 

Blockchain is a technology that is constantly evolving. The most common 
types of blockchains are:

• public Blockchain [6],
• private Blockchain and
• hybrid Blockchain [10].
Researchers pointed out that applying blockchain technology to cross-border 

payment has a high potential effect. Holotiuk et al. in [14] stated that Blockchain 
technology will improve the payment system by providing a solid structure for 
cross-border transactions, removing expensive intermediary costs, and gradually 
weakening or altering the business model of the existing payment industries [11]. 

Because modifying transactions or whole blocks is almost impossible in block-
chain, blockchain technology makes it easy to prove the integrity of the electronic 
files used in accounting and auditing[13]. This technology is considered to be a 
revolutionary solution for the financial industry. Also, this technology is the basis 
of the digital currency bitcoin whose volatility is analyzed in this paper. 

3. Machine learning algorithms

Among the numerous applications of machine learning in healthcare, science, 
industry, etc., is the timely detection of diseases such as cancer, glaucoma and other 
conditions that take human lives at high speed. Another application is the visu-
alization of smart cars, efficient web browsing that facilitates Internet searches, 
language translations that help immensely in world communications and limit the 
significant language barrier between countries, and the implementation of fraud 
detection and face-recognition systems. Well-known machine learning algorithms 
are the k-nearest neighbors (k-NN) algorithm, artificial neural networks, random 
forests, support vector machines, the Naïve Bayesian classifier, etc. Machine learn-
ing systems can be classified according to the amount and type of supervision they 
receive during the training. There are three main categories: supervised learning 
[18], unsupervised learning [16], and reinforcement learning [20] [16].

3.1. Random forests 
The Random Forest is a supervised learning algorithm used for regression and 

classification. Technically, it is an ensemble algorithm. The algorithm generates 
individual decision trees through an attribute selection indication. Each tree relies 
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on an independent random sample [19]. In a classification problem, each tree votes, 
and the most popular class is the end result. On the other hand, in a regression prob-
lem, the average of all trees’ outputs is calculated, which will be the result [19]. This 
algorithm is used to predict the realized volatility of Bitcoin, in this paper.

4. Discussion and analysis of the results obtained in creating a 
model that overlooks the time series of realized volatility of the 
market price of bitcoin

4.1. Realized volatility 
Volatility forecasting plays a critical role in financial modelling and financial 

decision-making. Realized volatility assesses variation in returns for an invest-
ment product by analyzing its historical returns within a defined period [26]. As-
sessment of the degree of uncertainty and/or potential financial loss/gain from 
investing in a company may be measured using variability/volatility in the stock 
prices of the entity. In statistics, the most common measure to determine variabil-
ity is by measuring the standard deviation, i.e., the variability of returns from the 
mean. It is an indicator of the actual price risk [26].

The realized volatility or actual volatility in the market is caused by two 
components – a continuous volatility component and a jump component, which 
influence the stock prices. Continuous volatility in a stock market is affected by 
intra-day trading volumes. For example, a single high-volume trade transaction 
can introduce a significant variation in the price of an instrument [26].

This paper predicts the realized volatility of bitcoin. Analysts use High-vari-
ance daily data to estimate hourly/daily/weekly or monthly frequency levels. The 
data can then be used to estimate volatile sales movement. During the analysis, 
data whose frequency is 1 hour from the Gemini platform were taken [21], and 
then using that data, the realized volatility is calculated with a daily frequency. 
There is OHLC (Open / High / Low / Close) pricing data in each file that is updat-
ed daily. For this paper, granular hourly data are taken back to the 2015 year, for 
the pair of bitcoin/dollar. The estimation of variability is calculated by measuring 
the standard deviation from the average price of the monitored object in a given 
period. Because volatility is nonlinear, the realized variance is first measured by 
translating the values   taken from the stock market into logarithmic values   and 
then calculating the standard deviation. The realized variance is calculated by 
calculating the sum of the squares of the standard deviation. The next step is to 
calculate the realized volatility, which is the square root of the realized variance: 

  (1)
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To calculate the realized volatility of bitcoin, an application was created in 
the programming language R. For the necessary analysis, the package Rstudio 
Version 1.4.1717 for ubuntu 20.04 and the necessary packages dplyr, forecastML, 
ggplot2, glmnet, DB, randomForest and caret were used. The application first 
loads the hourly market price of bitcoin downloaded from the Gemini platform 
using the read.csv() function. 

A date sequence is then added using the seq function, defining the start 
and end time points with a frequency of 1 hour. In the time series “2015-10-08 
13:00:00” is taken as the starting date, and “2022-01-12 12:00:00” is taken as the 
end date. The price of bitcoin was taken at the close of the calculations, and other 
data were omitted. The logarithmic values   of the bitcoin price are calculated to 
make the results more accurate. Using the library (dplyr) are created a new col-
umn with a unique date for each day. It is an identification column, so later, using 
the group_by, sum and arrange functions, the squares of the standard deviation 
corresponding to one date for one day are summed so that we get the realized 
variance. Using the sqrt() function, the realized volatility in daily frequency (1) 
is calculated. 

For the needs of the research, free data is downloaded from the website 
https://www.blockchain.com/charts in .csv format for the last 3 years for the 
properties shown in Table 1.

Table 1
Properties of bitcoin are downloaded from https://www.blockchain.com/charts

Variable Description
cost_per_transaction Miners’ income is divided by the number of transac-

tions.
cost_per_transaction_percent Miners’ income as a percentage of transaction volume.
estimated_transaction_volume_usd The total estimated value in US dollars of blockchain 

transactions.
miners_revenue The total US value of block rewards and transaction 

fees paid to miners.
n_transactions The total number of confirmed transactions per day.
n_transactions_per_block The average number of transactions per block in the 

past 24 hours.
output_volume The total value of all outgoing transactions per day.
trade_volume The total value in US dollars on the trading volume of 

major bitcoin exchanges.
transaction_fees_usd The total value in US dollars of all transaction fees 

paid to the miners.



351

All the data for the properties with the read.csv() command are loaded into 
separate variables in the R programming language. Then all the data is loaded 
into a data table with the command data.frame(). Finally, the volatility of bitcoin 
is added to that data, which was previously calculated with data downloaded from 
the cryptocurrency exchange platform www.gemini.com. 

Once the database is complete, some transformations need to be made to bal-
ance the data to begin data analysis. Each vector x is replaced by its natural loga-
rithm with function in R, log(x). This transformation is done so that the results of 
statistical analysis can become more accurate. 

To prepare the data for machine learning, the data is normalized. The pur-
pose of the normalization is to adjust the values of the numeric columns in the 
database to a standard scale, without distorting the variations in the range of val-
ues. The min-max normalization method is selected. The data is normalized to 
have values between 0 and 1. 

A machine learning algorithm randomForest is used to predict the realized 
bitcoin volatility. The random forest algorithm creates a large number of decision 
trees during training. From the created set of decision trees, the random forest 
method gets a prediction from each tree individually and the average of all trees’ 
outputs is calculated, which will be the end result. 

The algorithm for predicting bitcoin volatility uses the forecastML package 
in the programming language R. When machine learning algorithms are used, the 
model is first generated using training data, and then the values for the test data 
are predicted. Once the data is ready, the next step in the research is to divide the 
data into a training and test set. The data used to predict the volatility of bitcoin 
contain 1095 observations, starting from 14.01.2019 to 12.01.2022. The first 915 
observations are taken for the training set, and the remaining 180 observations 
are used as a test set.

The forecasting method uses four different forecasting horizons. These dif-
ferent horizons are used to predict in the short and long term to combine the 
predictions in the final forecast and thus minimize the error. The randomForest 
function is then defined with its arguments. 

The first step in the prediction process is to create some validation windows 
to perform nested cross-validation. After training the model the predictions, re-
siduals, and some error metrics are presented. The test set is then predicted using 
the validation windows, and the actual versus predicted values are displayed. Ini-
tially, the size of each forecast horizon is defined. The first horizon is seven steps 
ahead, the second is 30 steps forward, the third is 90 steps forward, and the last is 
180 steps forward. The horizons to be predicted are chosen, and the view through 
certain time steps in the past is also chosen.

Ten validation windows are created. This means that ten models will need 
to be trained for each direct forecast horizon, each theoretically selecting differ-
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ent optimal hyperparameters and having different coefficients from the internal 
cross-validation process [27]. Estimating variations between these models is a 
good way to estimate stability under the dynamics of different time series in a 
given modeling method.

In the given research the elbow method is used to select which number of 
trees will be used in the given test. After approximately 100 trees, there is almost 
no difference in error reduction. That is why it is chosen to use 100 trees in this 
research.

The importance of the variables is used so that we can understand which 
variables affect the volatility of bitcoin.

The importance of the variables used in the forecast is presented in Figure 1.

Figure 1: Importance of the properties of bitcoin

From Figure 1, it can be seen that of the selected features, cost.per.transac-
tion is the most important in increasing the percentage of the mean square error 
(% IncMSE), and miners.revenue is the most important in increasing the node 
purity (IncNodePurity). 

The following Figure 2 shows the standard errors in the training set: 

Figure 2: Standard set errors in the training set

The next step is to predict the test set. The error metric for the test set by 
horizons, the predicted values versus the actual values, is presented in Figure 3. 
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Figure 3: Standard errors in the test set

Compared to the training set error metric, the test set error metric is smaller. 
The error values are satisfactory, indicating that the model is good. 

In the second part of the analysis, it is necessary to train the model through-
out the entire training database without nested cross-validation. Without nested 
cross-validations and retention windows, the forecast graph basically fits the 
model. 

The next step is to predict the test set and re-display the real versus predicted 
values and error metrics for the test set.

The predictions on each horizon of the predicted values of the test set are 
then combined. The final part is to predict the off-sample for each horizon using 
the training and test set and re-combine the out-of-sample forecasts for each ho-
rizon to display the final combined forecast. 

A new model is now being re-trained using only one validation window. 
The standard prediction errors in the training set with a single validation 

window are shown in Figure 4.

Figure 4: Standard errors in the training set generated by R

The table from Figure 5 shows the error metrics of the predicted values in the 
test set without validation windows.

Figure 5: Standard errors in the test set
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If we compare the data in Figure 3 and Figure 5, it is noticed that the test set 
is error is more significant than the training set. That result is expected because 
test data are not used when the model is being trained. The fact that the error in 
the test set does not become extremely large indicates that our model predicts 
well. The mean absolute error in the training set is 0.006, and the test set is 0.015, 
proving that the model has a good prediction. According to the random forest 
algorithm, the next step is to combine the predictions of each direct forecast ho-
rizon using the combine_forecasts () function. 

The next step according to the random forest algorithm is to make an off-
sample prediction, which is presented in Figure 6. 

Figure 6: Prediction outside the sample Predict the horizons of each out-of-
sample horizon again using the combine_forecasts() function

The obtained combined forecast scheme outside the sample for 180 steps 
forward is presented in Figure 6. The command combine_forecasts() predicts 180 
steps forward, where different predictions are combined to get a better result. 
Using the standard type = “horizon”, forecasts are combined so that short-term 
forecasts are produced from short-term models and long-term forecasts from the 
long-term model.

5. Conclusion 

Bitcoin is the most popular cryptocurrency, nowadays. It’s widely researched 
in economics and computer science. This paper uses a random forest machine-
learning algorithm to predict the time series of realized volatility of the bitcoin. 
This algorithm is one of the best machine learning algorithms and predicts very 
well with high accuracy, gives better and more accurate results than traditional 
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predictions, such as autoregressive and vector autoregressive methods. This pa-
per also examines whether the information obtained from blockchain can be used 
to predict the volatility and price of bitcoin. Many people in the world use bitcoin 
as an investment due to its high volatility, and in this way, they can get enormous 
profits for a certain period. The R package uses the forecastML library, which 
contains many time-series modeling visualizations. It is concluded that block-
chain information may be included as a variable in further research into the price 
and volatility of Bitcoin.

According to the literature the smaller the mean absolute error, the better the 
prediction model. In our model mean absolute error (mae) in the training set using 
10 validation windows is 0.019, and in the test set, the mean absolute error from 
the different horizons is 0.015. The mae in the training set without validation win-
dows is 0.006, and in the test set is 0.015. The paper uses data on variables only 
from blockchain information and concludes that the obtained empirical results 
correspond to the literature that blockchain information can be used to examine 
the price and volatility of bitcoin. From this research, we can conclude that if in 
the real data the volatility of bitcoin is big, then the prediction error will be big-
ger. From the example shown, it can be concluded that the error in predicting the 
data is smaller when the forecast horizon is shorter and when volatility is smaller. 

For further research different numbers of trees in the random forest, and 
different forecast horizons can be used. In addition, different machine learning 
algorithms can be used for further work. In this way, the accuracy of different 
time series algorithms can be tested and the one with the best results and accuracy 
can be selected for prediction. To determine the error with which they predict and 
compare that error to choose which machine learning algorithm is most suitable 
to predict the relevant data. 
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