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Abstract

Model pruning is an important research field for compressing deep neural networks (DNNs) and has
attracted extensive studies during the past decades. Although deep learning has achieved great success
in various fields, the native characteristics of overwhelming demand for hardware resources with high
computation intensity and memory intensity have been heavy burdens that block the effective application
of the technique. For the problem, model pruning provides a promising solution to compress DNNs
and thus reduce the demand for computation cost. In addition, the pruning method has made amazing
achievements. This paper makes a review on the pruning techniques of DNNs to provide overall reference
for concerning research. Firstly, the research background is introduced. After that, we provide a brief
overview of the pruning process. Then, the current model pruning methods, structured pruning, and
unstructured pruning are introduced. Finally, we make a summary and look to the future.
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1. Introduction

In recent years, deep neural networks (DNNs) have made great achievements in artificial
intelligence-based tasks, including the application tasks of image classification [1, 2, 3, 4],
control theory [5, 6] and objective detection [7, 8]. In 1998, LeCun et al. [9] proposed the LeNet-
5 network for simple image classification. In the ImageNet image classification competition in
2012, AlexNet [10] increased the network depth to 8 layers and achieved excellent classification
results. VGGNet [11] improves the network performance by extending the depth of the network.
He et al. proposed ResNet [12] in 2016, which effectively relieves the gradient disappearance
problem of DNNs by adding a residual structure to the model. And so on. As DNNs perform
better and better with higher accuracy, they also become more and more complex with increasing
demands for computation and memory resources, which takes more hardware resources. Those
heavy burdens have seriously limited the effective applications of DNNs. At the same time, it
has also been proved that the current DNNs are over-parameterized to a great extent [13, 14].
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Therefore, more and more research has been done to compress DNNs by removing the redundant
parts of the networks.

As shown in Fig 1, the model compression techniques are simply classified into four classes:
model quantization, model pruning, low-rank approximation, and knowledge distillation [15].
Among them, model pruning [16] is quite effective by directly removing the redundant parts
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Figure 1: Model compression.

from the bloated networks.

In 1993, Redd [17] provided a survey of pruning algorithms. And a method is presented
that trains a large network and then removes the parts that are not needed. In 2018, Liu
et al. [18] rethink the value of network pruning. The results showed that a more detailed
evaluation is needed in future studies of structured pruning methods. In this paper, we focus
on making an investigation of pruning techniques for DNNs, including both structured [19]
and unstructured[20] pruning methods.

The rest of this paper is organized as follows: Section 2 details the process for pruning
operations on DNNs. Section 3 introduces structured and unstructured pruning. In the end,
Section 4 concludes this paper and looks forward to the future.

2. Pruning process

Pruning is a traditional method for reducing model parameters and computational effort [21,
22, 23]. With the rise of deep learning and a large number of applications of DNNs in the field
of image classification, various pruning methods have been proposed. In general, the overall
process of pruning algorithms is divided into three stages: standard pruning, pruning based on
sub-model sampling, and search-based pruning, as is shown in Fig 2.

Standard pruning consists of three main parts: training, pruning, and fine-tuning, as shown
in Fig 2 a). In addition, the pruning and fine-tuning are iterated multiple times to achieve a
higher pruning ratio. The process is detailed as follows.

1. Training. The purpose of training is to configure the parameters of the network to obtain
the trained model by learning from a large amount of data concerning the specific task.
In the pruning process, the training only needs to be done once.

2. Pruning. The DNN structure mainly contains filters, blocks, and other structures. The
significance assessment of the network structure is divided into two approaches: network
parameter-driven assessment and data-driven assessment. The key to pruning is to
distinguish the important assessment and the superfluous parts of the network structure.
The algorithms to identify the redundant structures in the networks are crucial for various
pruning proposals, which determine the efficiency of the pruning results.
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Figure 2: Pruning process. a) Standard pruning algorithm. b) Pruning based on sub-model sampling. c)
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+ The parameter-driven uses information about the parameters of the model structure
using the model itself to measure the importance of the model structure, such as [;
regularization or I, regularization of the parameters, and the evaluation process of
this type of approach is not dependent on the input data.

« The data-driven approach evaluates the importance of the network structure by
using training data, such as the number of 0-values after the filter output is counted
through the activation layer, to assess the importance of the filter.

3. Fine-tuning. Fine-tuning is the last step to restoring the expressiveness of the model
affected by the pruning operation. Structured model pruning will adjust the original
model structure, so the expressiveness of the pruned model will be affected to some

extent.

4. Re-pruning. The re-pruning process sends the fine-tuned sub-model to the pruning
model, where the model structure is evaluated and the pruning process is performed
again. Through the pruning process, each pruning is carried out on top of the model with
better performance, and the pruning model is continuously optimized in stages until the
model meets the pruning objectives.

In terms of standard pruning, it is the most adopted procedure for the current pruning meth-
ods [24]. [24] integrates the pruning process into the model fine-tuning; no more distinguishing
between the fine-tuning and pruning parts; proposes a new trainable network layer for the
pruning process. This network layer generates the binary code, and the network structure
corresponding to the 0 value in the binary code is pruned.

In addition to standard pruning, the methods based on sub-model sampling have recently
shown good pruning results. The pruning process based on sub-model sampling is shown in
Fig 2 b). Based on the trained model, the sub-model sampling process is performed. The process

is as follows:

1. The parable network architecture in the trained original model is sampled according to
the pruning target. The sampling process is either random or probabilistic according to
the importance of the network architecture.
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2. The sampled network architecture is pruned to obtain the picking model. The sub-model
sampling process is usually performed n times, obtain n sub-models (n > 1). Afterward,
the performance of each sub-model is evaluated.

Search-based pruning mainly relies on reinforcement learning or neural network architecture
search-related theory, and its main process is shown in Fig 2 ¢). Given the pruning target, search-
based pruning searches for the best substructure in the network structure. This search process
is often accompanied by a learning process of the network parameters, so some search-based
pruning algorithms do not need to be fine-tuned after the pruning is completed.

In the process of model pruning, it is divided into structured and unstructured pruning, where
structured pruning consists of a filter and layer pruning. The pruning method is introduced in
detail in the next section.

3. Pruning methods

3.1. Structured pruning

Structured pruning is usually performed with the filter(channel) [25] as the basic pruning unit.
When a filter is pruned, the previous feature maps and the following feature map corresponding
to this filter are removed accordingly. But the architecture of the model is unbroken. Therefore,
this type of method is called "structured pruning,” as shown in Fig 3.

e | R | e
|

|
1

X
= E—
Retained kernel
: | T Pruned kernel
|

Input feature map

Output feature map

Figure 3: Structured pruning.

3.1.1. Filter-based structured pruning

Filter-based structured pruning is realized by evaluating the importance of filters in the network.
In 2016, Li et al. [26] presented a method by removing whole filters in the network together
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with their connecting feature maps. By measuring the relative importance of a filter in each
layer by calculating the sum of its absolute weights. This method does not result in sparse
connectivity patterns. Meanwhile, it does not need the support of sparse convolution libraries.
Compared to layer-by-layer iterative fine-tuning, this approach uses a one-shot pruning and
retraining strategy, saving the multilayer filter retraining time. This advantage is crucial when
pruning deep networks. However, this has a small loss on the output accuracy. To reduce the
performance loss during model pruning. In 2018, Lin et al. [27] proposed a global & dynamic
pruning (GDP) scheme to prune redundant filters. GDP first globally prunes the insignificant
filters of all layers through a proposed global discriminant function based on the prior knowledge
of each filter. After that, it dynamically updates the filter saliency all over the pruned sparse
network and then recovers the mistakenly pruned filter, followed by a retraining phase to
improve the model accuracy. For the non-convex optimization problem corresponding to GDP,
stochastic gradient descent with a greedy selection update is adopted.

To better evaluate the importance of filters. In 2022, Kuang et al. [28] obtained the importance
of filters by considering the effect of each filter on the task-dependent loss function. The smaller
the effect on the task-related loss function, the lower the importance of the filter. Use this to
remove unimportant filters. For automated pruning, Chang et al. [29] proposed an automatic
channel pruning method. This method first performs hierarchical channel clustering through the
similarity of feature maps and performs preliminary pruning of the network. Then, a population
initialization method is introduced to transform the pruned structure into a candidate population.
Finally, iterative search and optimization are performed based on particle swarm optimization to
find the optimal compression structure. In order to reduce the accuracy loss caused by pruning,
the compressed network needs to be retrained.

Filter-based pruning has also been applied in the fields of image segmentation and object
detection. Sawant et al. [30] proposed optimal-score-based filter pruning (OSFP) approach to
prune redundant filters according to their relative similarity in feature space. OSFP eliminates
redundant filters and improves segmentation performance while speeding up network learning.
Unlike multiple pruning, the OSFP approach globally prunes the redundant filters at once. As a
special pruning method, sparse training [31] and Mask learning [32] are able to establish new
connections during pruning. Chu et al. [33] proposed a three-stage model compression method:
dynamic sparse training, group channel pruning, and spatial attention distilling in the field of
object detection. Group channel pruning divides the network into multiple groups according to
the scale of the feature layers and the similarity of the module structures in the network. Then,
the channels in each group are pruned with different pruning thresholds.

3.1.2. Layer-based structured pruning

Layer-based structured pruning is realized by evaluating the importance of layers in the network.
To obtain the importance of network parameters in a better way. In 2017, Liu et al. [34] presented
network slimming, which requires no special software/hardware accelerators for the model.
During training, insignificant channels are automatically identified and pruned afterward. It
employs L1 regularization on the weights of BN layers to achieve the sparsity of the parameters.
After that, multiple fine-tunings are performed to achieve a high pruning rate. Yang et al. [35]
proposed an energy-aware pruning algorithm. The algorithm guides the process of pruning by
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using the energy consumption of the convolutional neural network (CNN). The implementation
of pruning is layer-by-layer, that is, more aggressively than previously proposed pruning
methods by minimizing the error in the output feature maps instead of the filter weights. For
each layer, the weights are first pruned and then locally fine-tuned with closed-form least
squares to restore model accuracy. After all, layers are pruned, and the entire network is
globally fine-tuned using backpropagation. In 2021, Fan et al. [36] presented layered channel
pruning, which groups the different layers by decreasing the model accuracy of the pruned
network. The network is retrained after pruning each layer in a specific order. While there is a
small decrease in the accuracy of the network model, the computational resources for neural
networks to be deployed on the hardware are greatly reduced.

To reduce the computational cost of multiple training. In 2021, Chen et al. [37] proposed
Only-Train-Once (OTO), a training and pruning framework. OTO greatly simplifies the complex
multi-stage training pipeline of current pruning methods. Meanwhile, they proposed Half-Space
Stochastic Projected Gradient, a method that solves the problem of structured-sparsity inducing
regularization. Compared with multiple fine-tuning, OTO only needs one time, which greatly
simplifies the pruning process. Chung et al. [38] pruned out some of the convolutional filters
in the first layer of the pre-trained CNN. This first-layer pruning greatly facilitates the filter
compression of the subsequent convolutional layers. However, the input to this method is a
single channel. To address this issue. In 2022, Chen et al. [39] proposed a solution to strategically
manipulate neurons by “grafting” appropriate levels of linearized insignificant ReLU neurons,
to eliminate the non-linear components. However, this method needs to optimize the associated
slopes and intercepts of the replaced linear activations to restore model performance.

With the continuous update of the structured pruning algorithm, whether it’s layer-based
or filter-based, the original multiple pruning and fine-tuning are developed to only be needed
once. However, pruning only once needs to find the unimportant parameters accurately, which
requires the development of more advanced algorithms to filter out the redundant parts of the
network. Nevertheless, pruning only once is still a trend for future research.

3.2. Unstructured pruning

The unstructured pruning is to shield the unimportant neurons [40], as shown in Fig 4. Unim-
portant neurons usually refer to the parameters which contribute little to the network, taking
values close to zero. At the same time, the connections between the pruned neurons and other
neurons are ignored in the computation.

In 1989, LeCun et al. [41] put forward optimal brain damage, which uses second-derivative
information to make a tradeoff between network complexity and training set error. In this way,
unimportant weights are removed from the network. With the continuous development of
pruning technology. In 2015, Han et al. [42] described a method, train-prune-retrain, to reduce
the storage and computation of neural networks by learning only the important connections.
The performance is improved by an order of magnitude without affecting their accuracy. The
proposal applies regularization on weights of DNNs to learn the connectivity which result in
sparse connections which can be used to distinguish the important and redundant connections.
Then, the redundant connections are screened out, and then they can be removed. In addition,
comparison experiments are made to adopt L1 regularization and L2 regularization, respectively.
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Figure 4: Unstructured pruning.

According to the experimental results, pruning with L1 regularization gets better accuracy than
L2 regularization after pruning without retraining. This is due to that L1 regularization converts
more parameters closer to zero. However, L2 regularization outperforms L1 regularization after
pruning with retraining since this process does not benefit from pushing the value close to zero.

To improve the real-time pruning. In 2016, Guo et al. [43] proposed dynamic network
surgery, which reduces network complexity significantly by pruning connections in real-time.
Unlike previous approaches that greedily accomplished this task. They appropriately included
connection splicing throughout the process to avoid incorrect pruning. By adding a learning
process to the process of filtering important and unimportant parameters, it is possible to better
find those parameters that are important. In 2021, Rosenfeld et al. [44] developed a scaling law
that accurately estimates the error when pruning a single network with interactive magnitude
pruning. Employing an invariant, it is possible to allow error-preserving interchangeability
among depth, width, and pruning density.

Unstructured pruning greatly reduces the number of parameters and the theoretical compu-
tation of the model. However, the unstructured pruning is to set the redundant neurons to zero
at present rather than remove these parts from the network, which simple generates a sparse
network featuring in irregularity [45]. As a result, the non-regular sparsity is hard to be fully
utilized to accelerate the model with current hardware architectures. Therefore, the pruned
network by utilizing unstructured pruning techniques remains further study to be accelerated
for current DNN hardware platforms.
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4. Conclusion

In this paper, we present a survey on the research of model pruning for DNNs. Firstly, the
detailed pruning process is demonstrated. Then, the current research on pruning techniques is
introduced, which are classified into two categories based on the pruning targets in DNNs: the
structured pruning techniques and the unstructured pruning techniques. In conclusion, the
technique of model pruning is to remove redundant connections and neurons in the network,
which further compresses and accelerates the running speed of DNNs. Both the advantages
and the disadvantages of the current pruning methods are analyzed. The investigation provides
exhaustive references to researchers and promote the further development of model pruning
technology. Although the research on pruning techniques has made a series of achievements
at present, it still has certain defects, such as the computational and time cost of multiple
training and fine-tuning which are boring, and the complicated algorithms for screening out the
redundant parts of DNNs are deficiency, and so on. Hence, the effectiveness of model pruning
for DNNs still deserves further study.
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