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Abstract
In modern society with the explosion of multimedia, the content and quality of information need strong
attention. On social platforms such as Facebook, Instagram, and Twitter, the memes in the hate speech
are sarcastic, threatening, and hateful. Natural language processing and computer vision are applied
to the study of multi-modality social media such as visual and textual. In Memotion 2.0 2022, we were
provided with 8,500 annotated memes with an emotion classification task. The tasks of the challenge
included sentiment analysis (Task A), emotion classification (Task B), and intensity classification of meme
emotions (Task C). In this paper, we propose multi-modal architecture for textual and visual modalities.
Our architecture applies attention mechanisms and residual learning for VGG16 and BiLSTM to extract
textual and visual representation respectively. Our approach on test set achieves 82.29% weighted average
F1 score and ranks 1𝑠𝑡 for Task B. In addition, we get 50.81% weighted average F1 score and ranks 4𝑡ℎ

for Task A of Memotion 2.0 2022.
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1. Introduction

Along with the development of the Internet and smart devices, the connection between people
regardless of geographical distance has become more convenient and necessary. Social media
can deliver news very quickly and become an effective instrument to receive new information.
Besides that, anonymity and freedom of expression in social media raise negative issues. The
social media is used to propagate hate speech and promote reactionary organizations [1] [2]
[3]. In [4], hate speech is understood as "any communication that disparages a person or a
group based on some characteristic such as race, color, ethnicity, gender, sexual orientation,
nationality, religion, or other characteristics" . The Facebook and Twitter companies have been
implementing manual moderation solutions to solve these problems [5] [6]. But with the rapid
development of social networks, hate speech remains unresolved and is abundantly expressed
with various templates in memes on social media. Internet memes are a form of communication
and conveying information. Offensive memes have information from various media formats
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Figure 1: The Proposed System Architecture. We first extract representations from unimodal models of
visual and textual. The combination of representations is fed into the dropout layer followed by dense
layer with sigmoid activation. Finally, we utilize the ensemble model and get the final prediction.

such as visual and textual so detecting offensive memes is more difficult than detecting offensive
text. In recent years, a few researchers have proposed many automatic approaches to Internet
memes. The SemEval-2020 Task 8 [7] brings the opportunity for researchers to construct
classification systems for memotion analysis. In [8], the authors propose multi-modal multi-task
approach with employing ALBERT and VGG-16 for text and image representation respectively.
In [9], they perform 5-fold cross-validation and ensemble five different representations including
Bi-GRU, BERT, and ELMo for text extraction, Resnet50 for image extraction, and fusion features
of text and images. In Memotion 2.0 2022 competition [10], we have a condition to propose an
approach using visual and textual modalities for memes. We perform two unimodal models to
get representation for visual and textual modalities. For visual modality, we propose the VGG16
pre-trained model and the multi-head attention [11] to extract the features. For textual modality,
we utilize simply Bahdanau attention [12] to extract the context vector. Besides, unimodal
models employ residual learning [13] after using attention mechanisms to connect information
between the dense layer and the previous layer of attention mechanisms. The representation
features are fused and fed into dense layer with the sigmoid activation to get probability classes.
Finally, we perform an ensemble model for the final prediction. Our approach achieves 82.29%
weighted average F1 score with ranks 1𝑠𝑡 for task B of Memotion 2.0 2022. [14]. Additionally,
our approach achieves 50.81 % weighted average F1 score and ranks 4𝑡ℎ rating for Task A. The
main content of the paper is utilized for task B and the additional results of task A will be
discussed further in the results section.

In this paper, section 2 represents the proposed method. We propose uni-models to extract
features for modalities, the ensemble method, and the loss function. Section 3 describes the data
and experiments. Finally, we summarize our approach and future works in the conclusion.

2. Proposed Method

In this work, memes are multi-modal data consisting of visual and corresponding embedded
textual. Faced with this problem, we propose fusing the unimodal model of individual modality
for the emotional annotation of memes. Figure 1 describes the entire process of our approach.
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Figure 2: Pipeline for the unimodal model using visual modality. The visual features are extracted using
the pre-trained VGG16 model, multi-head attention, and residual learning.

2.1. Visual Feature Extraction

VGG16 is a famous and widely available model using the convolutional neural network that has
16 layers. This pre-traineded network trained on more than a million images from the ImageNet
database. In this work, we used this powerful model to extract high-level features. The high-
level features of the VGG16 model represent the character of the image. The original images
are synchronously resized into 224x224x3 and role as input to the VGG16 model that removes
the last dense layers of the network. The output shape of the feature map is 7x7x512. The
feature map is standardized by batch normalization [15] and further apply to the convolution
layer and ReLu activation. Then, they are batch normalized and fed into dense layer to apply
the multi-head attention module [11] with two head attentions. We implement blocks based
on residual learning to connect information before and after using the attention module. We
continue to implement this through the dense layer and get the final representation through
flatten. Figure 2 depicts unimodal model to extract features based on visual modality.

2.2. Textual Feature Extraction

With a given textual, we need to perform pre-processing to normalize the textual before it
was tokenized and embedded. Pre-processing is the process of filtering noise to reduce noise
from the raw data. The words are uniformly converted to be lowercase to avoid the distinction
between uppercase and lowercase as their meanings are not different. In addition, we filter
out special characters and ’top words’. Next, we perform vectorization of a textual corpus. For
each textual, we implement a tokenizer to assign an integer string. These integers are role as
the token in our dictionary. If the words are not in the original dictionary, they are added and
replaced out-of-vocabulary words. To improve efficiency in the classification, we use Bahdanau
attention [12] for the unimodal model of the textual. In Bahdanau attention, we employ the
weighted sum of attention weights and the encoder hidden states for the context vector to keep
useful information. The attention weights represent the weight of influence for each word of
the input sequence. In this work, the bidirectional LSTM (BiLSTM) is used as the encoder class.
The BiLSTM learns two LSTM networks: forward directional from left to right and backward
directional from right to left. It helps to increase the amount of encoding information and



exploit the context of neighbors for each word. It is the motivation for us to use a combination
of BiLSTM and context vector of Bahdanau attention. For the input sequence with length T, the
network takes only forward hidden states

−→
ℎ𝑗 and backward hidden states

←−
ℎ𝑗 , 𝑗 = 1, ..𝑇 . For

each word, the annotation ℎ𝑗 = [
−→
ℎ𝑗 ,
←−
ℎ𝑗 ] summarizes the information of the words before and

after the 𝑗th word. In Bahdanau attention [12], the context vector is given by the formula:

𝑐 =

𝑇∑︁
𝑗=1

𝛼𝑗ℎ𝑗 (1)

The attention weight 𝛼𝑗 is the probabilities of softmax activation function:

𝛼𝑗 =
𝑒𝑥𝑝(𝑒𝑗)∑︀𝑇
𝑗=1 𝑒𝑥𝑝(𝑒𝑗)

(2)

where alignment model 𝑒𝑗 = 𝑎(𝑜𝑗 , ℎ𝑗), 𝑎 as a feedforward neural network. In this work, 𝑜𝑗 is
concatenating of last forward hidden state of and last backward hidden state. The context vector
is a linear combination of annotations and alignment probabilities 𝛼𝑗 in the input sequence.
We use the context vector as the textual feature of the input sequence. To get more information,
we continue to implement other blocks based on residual learning [13] between the context
vector and dense layer. The feature is the flattened output of residual learning [13]. Figure 3
describes our pipeline for textual feature extraction.

2.3. Ensemble method

We suggest the ensemble model using K fold cross-validation to improve performance. The
data is stratified folds into K groups but keeps the labels ratio to ensure fairness in the training
process. We utilize the ensemble model for probabilities of folds. For each fold, the model trains
on with different weights volume. Therefore, the predicted probabilities are different. Let 𝑝𝑘 be
the predicted probability of the 𝑘th fold classifier, the ensemble output is the average of the
predicted probabilities. In this work, we choose a threshold of 0.5 for ensemble output, and the
final prediction 𝑦 is :

𝑦𝑒𝑛𝑠 =
1

𝐾

𝐾∑︁
𝑘=1

𝑝𝑘 (3)

𝑦 =

{︃
1, if 𝑦𝑒𝑛𝑠 ≥ 0.5.

0, otherwise.
(4)

2.4. Loss function

For each emotion named k, we let 𝑁 is number of samples, 𝑁 (𝑘)
𝑝𝑜𝑠 and 𝑁

(𝑘)
𝑛𝑒𝑔 are number samples

that presence and absent of emotion, respectively. The weight 𝑊 (𝑘)
𝑝𝑜𝑠 = 𝑁

2*𝑁(𝑘)
𝑝𝑜𝑠

and 𝑊
(𝑘)
𝑛𝑒𝑔 =
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Figure 3: Pipeline for the unimodal model using textual modality. The textual features are extracted
using the context vector of Bahdanau attention and residual learning. In this work, we perform BiLSTM
with neurons of 64 and dense layer with neurons of 128.

𝑁

2*𝑁(𝑘)
𝑛𝑒𝑔

are utilized for unbalanced data. The loss function of each emotion is calculated using a

weighted binary cross entropy function:

𝐿(𝑘) = −
𝑁∑︁
𝑖=1

(︂
𝑊 (𝑘)

𝑝𝑜𝑠𝑦
(𝑘)
𝑖 𝑙𝑜𝑔(𝑝(𝑦𝑖)

(𝑘) +𝑊 (𝑘)
𝑛𝑒𝑔(1− 𝑦

(𝑘)
𝑖 )𝑙𝑜𝑔(1− 𝑝(𝑦𝑖)

(𝑘))

)︂
(5)



Figure 4: Memotion 2.0 distribution for emotion classification on training set.

The loss function of overall emotion:

𝐿 = 𝐿(ℎ𝑢𝑚𝑜𝑢𝑟) + 𝐿(𝑠𝑎𝑟𝑐𝑎𝑠𝑡𝑖𝑐) + 𝐿(𝑜𝑓𝑓𝑒𝑛𝑠𝑖𝑣𝑒) + 𝐿(𝑚𝑜𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛𝑎𝑙) (6)

3. Experiments

3.1. The Memotion 2.0 2022 Task and Dataset

Memotion 2.0 [14] consists of three tasks:

• Task A - Sentiment classification is to classify positive, negative, or neutral.
• Task B - Emotion classification is to identify more than one emotion label that contains:

humorous, sarcastic, offensive, and motivational.
• Task C - Intensity of emotion classification is to quantify the intensity of emotion that

contains: humorous, sarcastic, offensive, and motivational.

Dataset of Memotion 2.0 [14] is part of the De-Factify workshop in AAAI-21. Data has
released 8,500 annotated memes, each meme contains visuals with embedded textual contents
by the English language. The meme data has 7000 as the training set, 1500 as the validation set,
and 1500 samples as the test set. The main content of the paper is utilized for task B. Figure 4
and figure 5 describe the distribution of training set and test set for the emotion classification
task, respectively. It is unbalanced data.

3.2. Training Details

All network processes are trained on Keras in Tensorflow version 2.7. We use a batch size of
32 with 5-fold cross-validation on the training set. The Adam optimization [16] is utilized to
optimize the loss function. To evaluate performance, we perform a weighted F1 score for each
emotion. The average of scores is used to evaluate the performance of the proposed model.



Figure 5: Memotion 2.0 distribution for emotion classification on test set.

Table 1
Task B - Emotion classification performance (%) on the test set with baseline.

Team Method Humour Sarcastic Offensive Motivational Average

- Baseline[14] 78.78 64.43 55.17 95.95 73.58
Our Approach Our Approach 93.84 81.90 55.40 98.00 82.29

Table 2
Our results on the test set in Memotion 2.0.

Approach Task A Task B

No residual learning 50.81 81.35
Residual learning 48.31 82.28

3.3. Results

The results using textual and visual modalities are shown in Table 1. There are predictions on
humour, sarcastic, offensive, and motivational emotion labels. In [14], results show the effective
performance using the combination of image and text. In baseline, the authors use ResNet-50
and BERT model to extract features from image and text respectively. Their model achieves
73.58% for the weighted average F1 score. In our approach, we apply attention mechanisms
for VGG16 and BiLSTM model for image and text respectively. The residual learning block is
performed to get information on the dense layer and previous layers. The combination of image
and text features is fed into the dense layer with sigmoid activation and ensemble model for
classification. Our model achieves 82.29% on the test set and wins for task B in Memotion 2.0
2022 [14].

Furthermore, we also report additional results for submissions in Memotion 2.0 in table 2.
We try cutting out the last residual learning block to remove the information through the dense
layer. This helps us only improve the performance of task A with cross entropy loss function
and get 4th in the rankings. Table 3 compares model performances of the participating teams in
Memotion 2.0 2022 [14].



Table 3
Comparison of performance (%) on the test set for task A and task B in Memotion 2.0.

Ranking Team Name Task A Team Name Task B

1 BLUE 53.18 Little Flower (Our team) 82.29
2 BROWALLIA 52.55 BLUE 80.59
3 Yet 50.88 BROWALLIA 76.70
4 Little Flower (Our team) 50.81 Amazon PARS 76.09
5 Greeny 50.37 HCILab 74.14
6 Amazon PARS 50.25 BASELINE 73.58
7 HCILab 49.95 weipengfei 69.15
8 weipengfei 48.87 Yet 61.06
9 BASELINE 43.40 Greeny 61.06

4. Conclusion

In this paper, we propose an approach for the sentiment classification and the emotion classifi-
cation respectively task A and task B in Memotion 2.0 2022. We extract visual features using
the pre-trained model VGG16 and multi-head attention. We use BiLSTM encoder for Bahdanau
attention to extracting the context vector of the textual. Furthermore, we propose the ensemble
model for the final prediction. Our team achieves 50.81% and 82.29% weighted average F1
score for task A and task B, respectively. However, our approach only simply combines the
representation of textual and visual but does not impress for combining textual representation
corresponding to visual representation with the same meaning. In the future, we will continue
to overcome the disadvantages and improve the performance of the model on other meme
datasets.
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