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Abstract
Fake news can spread quickly on social media and it is important to detect it before it creates lot of
damage. Automatic fact/claim verification has recently become a topic of interest among diverse research
communities. We present the findings of the Factify shared task, which aims undertake multi-modal
fact verification, organized as a part of the De-Factify workshop at AAAI’22. The task is modeled as
a multi-modal entailment task, where each input needs to be classified into one of 5 classes based on
entailment and modality. A total of 64 teams participated in the Factify shared task, and of them, 9 teams
submitted their predictions on test set. The most successful models were BigBird or other variations of
BERT. The highest F1 score averaged across all the classes was 76.82%.
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1. Introduction

Checking facts is a time-consuming process. Due to the speed with which both knowledge and
misinformation spreads in today’s media ecosystem, fact-checking has become increasingly
important. A wide range of stakeholders (represented by journalists, scholars, and independent
fact checkers) have worked together to defend communities against incorrect information. A
typical fact-checking process involves establishing the contested claims, seek expert opinions,
collect relevant information, verify sources, checking missing information, debate, and then
reach a conclusion. Therefore, manual fact-checking, while very accurate, is a time-consuming
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and tedious process. With the scale at which content is generated in the present day, it is practi-
cally impossible for human annotators to manually verify facts. As a result, many researchers
have been looking into how fact-checking may be automated, employing techniques such as
natural language processing, machine learning, knowledge representation, and databases to
predict the veracity of claims automatically. The topic of automatic fact/claim checking has
recently piqued the interest of many research communities. FEVER [1] and FNC [2] are two
forums dedicated to discussing automatic text fact-checking.

Although there are research initiatives and datasets on textual fact verification [3, 4, 5, 6],
there is less focus on multi-modal or cross-modal fact verification. Both image and text offer
a wealth of information, but they do it in different ways as seen in these multimodal datasets
[7, 8, 9]. When comparing representation learning within the same modality, the created
model for cross-modal architecture must learn not only image and text features to convey their
respective content, but also a measure for inter-modal relationships. In this new task, we look
at multimodal entailment. The task is to detect multimodal fake news, where each data sample
contains true information source and another source whose correctness is to be verified. The
goal is to identify semantic and structural differences between real news pieces and fake ones.

This paper describes the details of shared task on multimodal fact verification, Factify [10],
which was organized as part of the De-Factify workshop at AAAI 2022. Our work attempts to
bring to light the importance of images in fact verification, and generate research interest for
multimodal fact verification.

The paper is organized as follows, In the next section, we illustrate related work in the domain
of automatic fact checking in regards to both datasets and approaches. In Section 3, the task
details are provided including dataset statistics and the baseline models developed by us. In
section 4 and ??, we enlist the participating teams’ approaches and results obtained respectively.
In the last section we conclude with directions for future work.

2. Related Work

Misleading or false information passed as real is called fake news. Regardless of whether it is
deliberate or not, repeated misinformation makes it difficult for us to discern and distinguish
what’s real [11]. Fake news can be in the form of conspiracies, satire, misinformation or
pseudoscience. The presence of such unreliable information can affect mental health, cause
panic and change people’s beliefs, the COVID-19 pandemic being a fitting example [12] [13].
This vulnerability can be exploited to push political agendas, marketing etc. Moreover, social
media escalates this issue by providing the world an open and ungoverned platform. Without
mitigation, user’s emotions, personal beliefs and lack of data can escalate the spread of fake
news [14].

Despite people being aware of such misinformation, the spread of fake news can not be
mitigated due to lack of information, time or religiosity [15]. The effort from fact checking and
verification organisations is a great initiative but it is strenuous to manually verify the endless
stream of social media data. As a result, the requirement for automated fact verification has
been recognised by several researchers. Workshops and shared tasks like FEVER [1], Fakeddit
[7], Constraint2021 [16], pan2020 [17], DeepFake challenge [18] etc. have drawn attention to



this task. Along with FEVER, other datasets such as LIAR [3], CREDBANK [4], Constraint2021
[19] etc. have focused on fact verification of textual modality. On the other hand Fakeddit
and the Whatsapp fact-checking dataset [9] provide multi-modal data. Some researchers have
also worked towards presenting models and algorithms for this task using CNN, RNN, VAE,
adversarial modeling, entailment etc. [20, 21, 22, 23, 24, 25, 26, 27, 28].

3. Task Details

(a) (b) (c)

(d) (e) (f)

Figure 1: Examples for all the 5 categories

The objective of this shared task is to detect multimodal fake news, with each data point
containing a true information source and another source whose validity has to be verified. The
true/reliable source is called “document“ and the other information source is called “claim“.
Both source and claim information sources are multimodal (they both have a corresponding
image and text). The task is to check the validity of the multimodal claim with the document,
ie, whether the claim entails the document. Essentially, given a textual claim, claim image,
document and document image, the task is to classify the data point into one of the following
five classes:

• Support_Text: the claim text is entailed but the document image and claim image are
not similar.

• Support_Multimodal: both the claim text and image are similar to that of the document.
• Insufficient_Text: both text and images of the claim are neither similar nor refuted
by the document, although it is possible that the text claim has common words with the
document text.

• Insufficient_Multimodal: the claim text is neither similar nor refuted by the document
but the claim image is similar to the document image.



• Refute: The images and/or text from the claim and document are contradictory i.e, the
claim is false.

Figure 1 shows some examples of these classes. The task page is available on Codalab at
https://competitions.codalab.org/competitions/35153.

3.1. Data

We use the dataset provided [10]. by For data creation, day-wises tweets from the twitter handles
of two prominent news sources (Hindustan Times and ANI for India, ABC and CNN for US), were
collected. From each tweet, text and image were extracted. Text similarity and image similarity
was measured between each pair of tweets from both accounts, for a given day. If both text and
image were similar for a tweet pair, they were classified as Support_Multimodal, and if text
was similar but the images were not, then the tweet pair was classified as Support_Text. If both
text and image were not similar for a tweet pair, they were classified as Insufficient_Text,
and if the images were similar but the text was not, then the tweet pair was classified as
Insufficient_Multimodal. For each of these four categories, one of the tweet text was
replaced by the corresponding news article. For refute category, several fact-checking websites
were scraped for fake news claims, the article refuting that claim, the fake news image and the
image that proves that the news is fake.

The dataset has a total of 50,000 samples, and each of the 5 classes have equal sample size.
The train-val-test split of the dataset is 70:15:15. For more details, please refer [10].

3.2. Baseline

For the purpose of the task, we provide the participants with the multi-modal baseline as
given by [10]. The model uses both image and text. Image embeddings are obtained through a
pretrained ResNet50 model. The text embeddings are obtained through a pre-trained SBERT
model, ’paraphrase-MiniLM-L6-v2’. Cosine similarity is calculated for both image and text
features, and are fed to a random forest classifier. The architecture can be visualised in Figure 2.

3.3. Evaluation

The task is essentially a multi-label classification problem. For determining the performance of
a system, we use the average F1 score on the five categories: “Support_Text“, “Support_Multi-
modal“, “Insufficient_Text“, “Insufficient_Multimodal“ and “Refute“.

𝐹1 = 2 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇 𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡 𝑖𝑣𝑒𝑠
𝑇 𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡 𝑖𝑣𝑒𝑠 + 𝐹𝑎𝑙𝑠𝑒𝑃𝑜𝑠𝑖𝑡 𝑖𝑣𝑒𝑠

, 𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇 𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡 𝑖𝑣𝑒𝑠
𝑇 𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡 𝑖𝑣𝑒𝑠 + 𝐹𝑎𝑙𝑠𝑒𝑁 𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
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Figure 2: Multi-Modal Baseline Model which takes claim text, claim image as well as document text
and document image as input.

For each category, F1 score is calculated. Since the number of samples for each category are
equal, we determine the final score by simply averaging the F1 score over each category. The
participants were asked to submit at most 3 runs on the test data, and the best one was chosen
for the leaderboard.

4. Participating systems

4 teams initially participated in the shared task out of which 9 teams submitted test results. 8
teams submitted their system description papers. In this section, we provide an overview of the
methods used by the teams.

Tyche [29] used BERT [30] to extract features from claim text and document text. Efficient-
NetB3 [31] is used to extract features from document image and claim image. These features
are concatenated and given to fully connected layer followed by softmax classifier.

Yao [32] use pre-trained DeiT [33] and DeBERTa [34] to extract features from images and
texts respectively. These features are fused in a co-attention model [35] having branches which
fuses document image - claim image, document text - claim text, document image - document
text, claim image - claim text. The outputs of each branch are aggregated and given as input to
a softmax classifier for prediction.

Logically [36] train a decision tree classifier [37] which their image features and text features.
The text features include text entailment predicted using BigBird [38], claim text length and
document text length. The image features include claim and document source domain, claim
and document image OCR length, and the image similarity score calculated using ResNet-50
[39].

Greeny [40] extract document and claim text features from RoBERTa [41] while extracting



claim and document image features from ResNet-50 model [39]. These features are combined
in a Gradient Booster [42] to make the final prediction.

Yet [43] employ pre-trained RoBERTa [41] to get claim text and document text features,
which are later concatenated and fed to an MLP. Similarly, claim image and document image
features are extracted using pre-trained VGG-16 [44], then concatenated and fed to an MLP.
The output of the to MLP models is given to a classifier for final prediction.

Truthformers [45] utilize BERT [30] to extract claim text and document text features and
Vision Transformer [46] to extract claim image and document image features. They use Conv1d
for feature fusion. The claim text and document text features are passed through a text Conv1d
layer. Similarly, the image features are passed through a image conv1d layer. After that they
create document and claim vectors by concatenating respective text and image. These vectors
are passed though a fully connected layer, the output of which is concatenated and passed to a
classifier for prediction. Further, they use pseudo labeling [47] to improve the results of their
model.

UofA-Truth [48] break down the task into two sub-tasks: text entailment and image entail-
ment. For text entailment, they obtain claim text and document text embeddings by passing
the text through sentence BERT [49]. These embeddings are concatenated along with their
cosine similarity and fed to Fully Connected layers for classification. Similarly, they solve image
entailment by using Xception [50] to generate image embeddings. The outputs of the two
sub-tasks are consolidated in post-processing to get predictions on the original task.

GPTs [51] attempt to solve the task by considering only text and OCR text. They train
multiple BERT based models (RoBERTa [41], DeBERTa [34], XLM-RoBERTa [52] and ALBERT
[53]) and ensemble their predictions to generate final predictions. Further, they improve the
model performance by adding prompt based learning [54] to the models, which helps filter out
refute class more accurately.

5. Results

Rank Team Support_Text Support_Multimodal Insufficient_Text Insufficient_Multimodal Refute Final
1 Logically [36] 81.843% 87.429% 84.437% 78.345% 99.899% 76.819%
2 Yet [43] 75.518% 89.38% 82.121% 80.81% 99.866% 75.591%
3 Truthformers [45] 77.65% 85.057% 79.421% 84.482% 98.819% 74.862%
4 UofA-Truth [48] 78.493% 89.786% 82.995% 75.981% 98.339% 74.807%
5 Yao [32] 68.881% 81.61% 84.836% 88.309% 100.0% 74.585%
6 Greeny [40] 74.947% 86.018% 80.382% 82.858% 99.125% 74.28%
7 GPTs [51] 71.575% 79.032% 75.363% 79.275% 100.0% 69.461%
8 Tyche [29] 75.0% 75.259% 85.496% 68.823% 99.159% 69.203%
9 MUM_NLP 64.803% 80.857% 69.848% 66.548% 93.465% 61.165%
- BASELINE 82.675% 75.466% 74.424% 69.678% 42.354% 53.098%

Table 1
Top 9 teams for the Factify task. The teams are ranked by the overall weighted average F1 score (Final).
We also report the category-wise F1 score for each team.

Table 1 shows the results of the top 9 teams for the Factify task. All of them made significant
improvements over the baseline score. The winning team achieved a 76.819% Final score. All
teams were able to achieve a high score in the Refute category. This could be because the refute



data was collected from a different source than other classes. This shows the models were
easily able to identify the difference between Refute and other categories. The Support_Text
category score shows a lot of variances across teams and could not improve over the baseline
score. Further, all the teams performed better on Support_Multimodal than on Support_Text.
The leader-board shows that there is a scope of improvement on most of the subcategories. It
should also be noted that no single team did better than other teams in all the categories.

6. Conclusion and Future Work

In this paper, we describe and summarize the Factify (multi-modal fact verification) shared
task. We see that BERT-based models for text and Convolutional Neural Network or vision
transformers for images are the most popular feature extractors used by the winners and many
participants. Ensemble techniques are also quite popular. We saw some interesting methods
which are worth exploring further. From the results of Factify task, we can conclude that it is a
difficult task to create a model which performs well in all categories. The shared task reported
in this paper aims to detect fake news, however, this problem is far from solved and requires
further research attention. Future work could involve creating datasets for more languages and
providing an explanation of why the post is fake. Another direction could be to provide the
levels of fakeness instead of simple yes/no.
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